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Abstract
Recent advances in generative AI have led to large multi-
modal models (LMMs) capable of simultaneously processing
inputs of various modalities such as text, images, video, and
audio. While these models demonstrate impressive capabil-
ities, efficiently serving them in production environments
poses significant challenges due to their complex architec-
tures and heterogeneous resource requirements.

We present the first comprehensive systems analysis of
two prominent LMM architectures, decoder-only and cross-
attention, on six representative open-source models. We in-
vestigate their multi-stage inference pipelines and resource
utilization patterns that lead to unique systems design impli-
cations. We also present an in-depth analysis of production
LMM inference traces, uncovering unique workload charac-
teristics, including variable, heavy-tailed request distributions,
diverse modal combinations, and bursty traffic patterns.

Our key findings reveal that different LMM inference
stages exhibit highly heterogeneous performance characteris-
tics and resource demands, while concurrent requests across
modalities lead to significant performance interference. To
address these challenges, we propose a decoupled serving
architecture that enables independent resource allocation and
adaptive scaling for each stage. We further propose optimiza-
tions such as stage colocation to maximize throughput and
resource utilization while meeting the latency objectives.

1 Introduction

The rapid advancement in generative AI has led to the devel-
opment of large multimodal models (LMMs) capable of pro-
cessing inputs across various modalities such as text, image,
video, and audio. These models have demonstrated remark-
able capabilities in tasks like image captioning [5, 16, 34],
visual question answering [44, 45], and multimodal dialogue
systems [9, 22, 49]. This has led to their rapid adoption of
LMMs in production services, including interactive applica-
tions where low latency is critical.

Unlike traditional large language models (LLMs) that pro-
cess purely textual inputs using a single component, a decoder-
based transformer architecture [52], LMMs handle funda-
mentally different types of inputs, each requiring distinct pro-

cessing approaches. This heterogeneity introduces unique
serving complexities that demand novel analysis and serving
strategies. For Image-Text-to-Text models [18]1, the inference
pipeline consists of multiple specialized stages: image prepro-
cessing to transform raw images into tensor representations,
image encoding to convert these tensors into image tokens,
and a language model backend that combines text prompts
with image tokens to generate textual outputs. Currently, these
stages are typically served as a monolithic system [4, 20, 53],
where all components are integrated within a single serving
instance and scaled together as a unified entity.

In this paper, we present the first comprehensive systems
analysis of two prominent LMM architectures, cross-attention
(CA) and decoder-only (DO), by examining six representative
open-source, Image-Text-to-Text models to understand their
multi-stage inference pipelines and performance-resource
characteristics. This analysis reveals unique systems de-
sign implications for production deployments. Additionally,
through an in-depth study of production LMM traces, we un-
cover distinctive workload characteristics, including variable
request patterns, diverse multi-modality combinations, and
bursty traffic behaviors. While our study focuses on Image-
Text-to-Text models rather than multimodal generation tasks
like image or video synthesis [28], these models represent a
significant and widely deployed class of LMMs that exem-
plify the fundamental challenges in multimodal serving.

Our systematic analysis reveals several key findings and
their implications for LMM serving system design, as sum-
marized in Table 1. First, CA models achieve an order of
magnitude higher prefill efficiency compared to DO models
with marginal accuracy tradeoffs, though each architecture
exhibits unique performance characteristics that demand spe-
cialized optimization strategies. Second, the LMM inference
workflow demonstrates significant heterogeneity, with stages
showing distinct resource and performance patterns across
batching, model sharding, and frequency scaling operations,
necessitating decoupled execution. Third, image encoding
emerges as a critical bottleneck, consuming a substantial por-
tion of time-to-first-token (TTFT) across multiple models,

1While our analysis centers on Image-Text-to-Text models, the insights
and techniques we develop are applicable to other multimodal scenarios, in-
cluding Video-Text-to-Text tasks where video can be processed as a sequence
of image frames [23].
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Table 1: Key findings and implications of our LMM characterization study.
Findings Implications

Cross-attention models provide 10× higher prefill throughput than decoder-only
ones albeit with small accuracy loss, but both show distinct performance patterns

Serving optimizations must be architecture specific

Each LMM stage exhibits distinct performance and resource characteristics
regarding batching, model sharding, frequency scaling etc.

Decouple LMM stages and independently optimize the
deployment of each stage

LMMs spend a significant part of their TTFT on image encoding Parallelize and optimize image encoding to reduce TTFT

Heterogeneity in the composition of input modality results in interferences
between text-only and image-text requests

Modality-aware scheduling to provide inter-request
performance isolation

Production traffic shows heavy-tailed distributions with modality-specific bursts Workload-aware autoscaling of the LMM stages

highlighting the need for parallelizing encoder computation
to reduce latency. Fourth, mixing text-only and image-text
requests introduces notable interference patterns that impact
serving performance, necessitating modality-aware schedul-
ing. Finally, our analysis of production workloads reveals
heavy-tailed distributions with modality-specific bursts, un-
derscoring the need for workload-aware autoscaling to cope
with the dynamic nature of LMM serving requirements.

Our findings directly inform our proposed design of a
novel decoupled architecture for efficient LMM serving (Sec-
tion 6.1). This architecture treats the key pipeline stages—
image preprocessing, image encoding, and language model
operations such as prefill and decode—as independently scal-
able components. Our proposed design brings three key bene-
fits and enables (1) fine-grained stage-aware resource manage-
ment, (2) multimodal workload-specific scheduling/routing,
and (3) model architecture-specific optimizations. We intro-
duce stage-specific resource management policies that can
be tailored to each stage’s unique characteristics. These poli-
cies encompass autoscaling, batching, and model sharding
strategies, allowing the system to efficiently handle varying re-
source demands and optimize the latency-throughput tradeoff.
This approach particularly allows for managing imbalanced
modalities and diverse workloads with varying image counts
and dimensions. We further propose (1) stage colocation (Sec-
tion 6.4) to improve resource utilization by co-locating the
compute-heavy image encoder and memory-bound language
decoder, complementary to existing techniques like prefill-
decode colocation in the context of LLMs [1, 20], and (2)
modality-aware scheduling (Section 6.5), where the system
adapts scheduling decisions based on workload composition
and real-time resource availability.

Contributions. Our analysis reveals critical insights into
the systems challenges of efficiently serving LMMs at scale,
demonstrating how architectural choices and workload-aware
optimizations can address these emerging challenges. This
paper makes the following contributions:

• Systematic LMM characterization: We present a compre-
hensive analysis of LMM serving characteristics, examin-
ing performance profiles and resource utilization patterns
across diverse workloads in both open-source LMM de-
ployments and production environments.

• Novel systems challenges: We identify and analyze the
unique challenges in serving LMM inference workloads,
particularly highlighting how workload heterogeneity and
request interference impact system design.

• Decoupled serving architecture: We propose a modular
architecture for scalable LMM serving that enables fine-
grained resource management, workload-aware scheduling,
and model-specific optimizations.

2 Background

2.1 Large Multimodal Models
LMMs represent a significant evolution from text-centric
LLMs by integrating capabilities to process and reason across
multiple modalities, such as text and images in the Image-
Text-to-Text category [18], enabling applications like visual
question answering, image captioning, and other multimodal
tasks. LMM architectures can be mainly categorized into two:
(1) decoder-only LMMs, such as DeepSeek’s Janus Pro [7],
LLaVA-OneVision [23], InternVL [9], and NVLM-D [12];
and (2) cross-attention-based LMMs, such as Llama-3.2 Vi-
sion [11], NVLM-X [12], and Flamingo [2]. While the two
types of architectures have common image preprocessing and
image encoding stages (see Figure 1), they differ in how the
image tokens are processed in the language model backend.

Image Preprocessing. Image preprocessing and encoding are
the first steps to convert raw image inputs to image tokens
before feeding them to the language model backend. While
LMM architecture continues to evolve, image preprocessing
methods become increasingly standardized regardless of the
underlying architectural choices. Typically, LMMs follow
four key processing steps: (1) transform the raw image with
resizing, rescaling, padding, and normalization, (2) segment
the transformed image into tiles [9, 11, 12] or patches [23],
(3) apply additional tile/patch-level transformations, and (4)
incorporate a thumbnail with the rest of image tiles.

Despite the similarities discussed above, the number of
tiles or patches generated by different image processors can
differ significantly, leading to distinct relationships between
image dimensions and image tokens. For instance, NVLM-D
restricts the number of tiles per image to a maximum of 6
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Figure 1: Model architecture for decoder-only and. cross-
attention-based LMMs.

tiles, with one additional thumbnail tile [12], while InternVL
allows a maximum of 12 tiles per image plus a thumbnail
tile [9]. Llama-3.2 Vision also adopts a similar strategy by
setting a maximum of 4 tiles for each image [11]. In contrast,
LLaVA-OneVision has a loose restriction, supporting up to 36
tiles for a high-resolution image with an additional thumbnail
tile [23], leading to a much higher number of generated image
tokens than the other models. For instance, in Table 2, an
896×896 image can have 4, 5, and 10 tiles of various sizes in
six representative open-source LMMs.

Image Encoding. The image encoder takes processed im-
age tiles as input and produces image tokens that are then
passed to the language model backend. Today’s image en-
coders predominantly use the vision transformer architec-
ture [3] to extract visual features from images, with different
models adopting variations tailored to their specific require-
ments. For example, LLaVA-OneVision uses SigLIP [55],
InternVL and NVLM-D use InternViT [9], and Llama-3.2
Vision uses ViT-H [3]. In LLaVA-OneVision, the image en-
coder is limited to generate a maximum of 729 tokens per
tile for single-image inputs [23]. In contrast, InternVL and
NVLM-D restrict this to a fixed number of 256 tokens per
tile [9, 12], while Llama-3.2 Vision sets the number at 1601
tokens per tile [11]. Therefore, in the example of an 896×896
image (Table 2), the total number of image tokens generated
from the image encoders ranges from 1280 to 7290 across
different open-source LMMs.

Decoder-Only (DO) LMMs. A DO LMM reuses an ex-
isting LLM backend with no changes, with text and image
tokens homogeneously flowing through the LLM backend
(as shown in the “decoder-only” box in Figure 1). DO archi-
tectures are favored for their simplicity and unified handling

of all modalities as input sequences; however, they often re-
quire substantial sequence lengths for high-resolution image
processing, leading to computational inefficiencies.
Cross-Attention (CA)-based LMMs. In contrast to DO
LMMs that make no architectural changes to the language
model backend, CA-based models like Llama-3.2 Vision
and NVLM-X insert cross-attention layers into the language
model to process flattened image tokens, akin to treating vi-
sual inputs as a “foreign language” in an encoder-decoder
transformer setup. While more complex to train, CA-based
models excel in inference-time computational efficiency, as
they avoid unrolling all image tokens in the LLM decoder,
making them well-suited for high-resolution inputs. As shown
in the “cross-attention” box of Figure 1, the self-attention
layer’s input only includes text tokens, while the CA layer
attends to both the text tokens and the image tokens.

2.2 Monolithic LMM Deployment
LMMs are typically implemented as monolithic systems in
current serving frameworks [20, 53]. This means that all in-
ference components (image preprocessor, image encoder, and
language model backend) are deployed as an ensemble, reside
in the same model instance, and are thus co-located on the
same hardware node. These components operate in a tightly
coupled manner, with uniform batching and model parallelism
strategies applied across the entire pipeline. This monolithic
approach is straightforward to implement and widely used in
open-source platforms for Image-Text-to-Text tasks.
Model Parallelism. It is widely accepted that the model par-
allelism strategy for LLM inference should depend on mem-
ory capacity for the request batch size and prompt length to
serve. Tensor parallelism (TP) is used to split the model along
the attention head dimension on multiple GPUs inside each
node. Pipeline parallelism (PP) is used to split the model
along the model layer dimension on multiple nodes [50]. The
same has been extended for LMMs so far, with both encoder
and LLM following the same parallelism strategy [20]. The
default model parallelism in our characterization study on
open-source LMMs is listed in Table 2.

2.3 SLO Metrics for LMM Inference
Two major SLO metrics are commonly used for production
LLM/LMM model serving systems, with a focus on tail la-
tency to ensure SLOs reflect the worst-case performance for
end-user satisfaction:
• Time to First Token (TTFT): This measures the latency

from a user query, including text and/or image(s), to the
generation of the first token in the response. It reflects the
responsiveness of the model, which is essential for inter-
active applications such as real-time question-answering
and dialog systems. Note that compared to text-only LLMs,
LMM-serving’s TTFT to a request comprises (1) image
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Table 2: Models and encoder configurations for a 896×896 input image. All the models use a patch size of 14 × 14.

LMM Model Name Abbreviation Architecture Tile Size Image Encoder Total Image Token Size LLM Backend Tensor Avgerage Accuracy
(#Params) (#Tiles×#Tokens×DSR) (#Params) Parallelism (HF-VLM [14])

Llama 3.2 Vision 11B [30] Llama3.2-11B Cross-attention 560×560 ViT-H/14 (630M) 4 × 1601 × 1 = 6404 Llama 3.1 (8B) TP-4 57.8%

Llama 3.2 Vision 90B [31] Llama3.2-90B Cross-attention 560×560 ViT-H/14 (630M) 4 × 1601 × 1 = 6404 Llama 3.1 (70B) TP-8 63.4%

LLaVA-OneVision 7B [26] LLaVA-OV-7B Decoder-only 384×384 SigLIP (400M) 10 × 729 × 1 = 7290 Qwen2 (7B) TP-4 60.1%

LLaVA-OneVision 72B [25] LLaVA-OV-72B Decoder-only 384×384 SigLIP (400M) 10 × 729 × 1 = 7290 Qwen2 (72B) TP-8 68%

InternVL-2.5 26B [10] InternVL-26B Decoder-only 448×448 InternViT (6B) 5×1024×0.25 = 1280 InternLM (20B) TP-8 71.6%

NVLM-D 72B [13] NVLM-D-72B Decoder-only 448×448 InternViT (6B) 5×1024×0.25 = 1280 Qwen2-Instruct (72B) TP-8 67.6%

preprocessing time, (2) image encoding latency, and (3)
language model prefill time.

• Time Between Tokens (TBT): This quantifies the delay
between consecutive token generations during the decoding
phase on the language model backend, directly impacting
the perceived fluency and coherence of the model’s output.

While meeting TTFT/TBT SLOs, an ideal LMM-serving sys-
tem should maximize its request-serving throughput and com-
pute resource utilization. Together, these metrics provide a
balanced view of individual query responsiveness and system-
wide efficiency, guiding the design and optimization of LMM
serving frameworks.

3 Characterization on Open-Source LMMs

We characterize representative open-source LMMs (in the
Image-Text-to-Text category [18]) on open-source datasets to
evaluate the performance, resource requirements, and energy
efficiency of all inference stages involved under varying input
complexities and resource management configurations.

3.1 Experimental Setup

Hardware. We run the experiments on two setups: a DGX-
A100 server with 8 NVIDIA A100 GPUs [33] and a DGX-
H100 server with 8 NVIDIA H100 GPUs [32]. Each GPU
has 80GB of high-bandwidth memory, and each server has
NVLINK across GPUs. The CPU processor on the A100 node
has 96 physical 2nd-generation AMD Epyc™ 7V12 (Rome)
CPU cores, while the CPU processor on the H100 node has 96
physical Intel Xeon (Sapphire Rapids) cores. Both nodes have
1900 GiB DRAM memory. Unless specified, the experiments
presented in this section are performed on the A100 node.

Models. We use six open-source models across two differ-
ent LMM architectures, including CA-based models: Llama
3.2 Vision (11B and 90B) [11], and DO models: LLaVA-
OneVision (7B and 72B) [23], InternVL-2.5 (26B) [9], and
NVLM-D (72B) [12]. The details of the image encoder and
LLM backend used by these models are listed in Table 2.
The selected LMMs represent different model architectures
(CA and DO), image encoder sizes (400M to 6B), and lan-
guage model sizes (7B to 72B). We deploy the models on
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vLLM [20] in BF16, where the encoder and the LLM share
the same tensor parallel degree (as described in Section 2.2).

Dataset. We use the open-source ShareGPT-4o LMM
dataset [8] for image and text input. This dataset contains
50K images of varying resolutions and text prompt distribu-
tions (from GPT-4o) as shown in Figure 2.

Image Tokens Post Encoding. Figure 3 visualizes the distri-
bution of image tokens generated per image when running the
image encoders on the ShareGPT-4o dataset. We observe that
the number of image tokens varies significantly across mod-
els. For instance, Llama3.2-11B/90B generates 2 to 4 tiles
for each image in the ShareGPT dataset, and each tile results
in 1601 tokens. The distribution for LLaVA-OV 7B/72B’s
image encoder is more spread out, indicating a wider range
of image token counts per request (with a min of 1205 tokens
and a max of 8468 tokens). NVLM-D 72B and InternVL 26B
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Figure 5: LMM accuracy vs. prefill/TTFT efficiency.

exhibit a similar spread-out pattern but with a lower min of
256 tokens and a lower max of 256×7 and 256×13 tokens
on the ShareGPT-4o image dataset, respectively. Note that
irrespective of the model, the text input per request is com-
paratively low, with a median of 57 and a maximum of 120
tokens for the ShareGPT-4o dataset as shown in Figure 2.

3.2 Comparing Different LMM Architectures

We now present a detailed characterization study of open-
source LMMs and highlight the key takeaways.

Latency. Figure 4 plots the CDF of TTFT and language
model prefill time of all the models on the ShareGPT-4o
dataset. Comparing models with similar language model back-
end sizes across the two architectures (i.e., Llama3.2-11B vs.
LLaVA-OV-7B, and Llama3.2-90B vs. LLaVA-OV-72B vs.
NVLM-D-72B), we observe that CA-based counterparts have
up to an order of magnitude lower LLM prefill execution time
compared to DO models, and thus lower TTFT. This is be-
cause, given the same amount of image tokens and text tokens,
DO models feed all tokens in the self-attention layers of the
language model backend, while CA models only feed text
tokens in the self-attention layers.

Accuracy. Figure 5 plots the accuracy vs. prefill/TTFT effi-
ciency of different models. Comparing models of similar size
across the two architectures, the CA counterparts are typically

5 points lower in accuracy compared to the DO models on
the Open VLM leaderboard [14]; e.g., Llama3.2-90B gets a
score of 63.4, while a similarly sized LLaVA-OV-72B gets 68
points but at an order of magnitude higher prefill latency. CA
models could close the accuracy gap by using a larger LLM
backbone without substantially increasing prefill latency. For
instance, Llama3.2-90B achieves about 6 points higher than
Llama3.2-11B at a marginal 22% increase in TTFT.

Finding 1: CA models achieve an order of magnitude
lower prefill latency at the cost of being a few points
less accurate than similar-sized DO models, resulting in
a better efficiency-to-accuracy ratio.

3.3 LMM Per-stage Breakdown Analysis
Figure 6 plots the split-up of TTFT across the three stages that
comprise it: image preprocessing, image encoding, and LLM
prefill. There are three key takeaways. First, image preprocess-
ing, which occurs on the CPU, contributes minimally to the
overall TTFT, while image encoding time contributes to a ma-
jor portion of TTFT (especially for CA models). For instance,
79% and 65% of TTFT in Llama3.2-11B and Llama3.2-90B
are from image encoding. For DO models such as InternVL-
26B and NVLM-D-72B, image encoding latency accounts
for 25% and 54% of TTFT. Second, the image encoding time
depends on the encoder model size. For instance, scaling
from SigLIP-400M (in LLaVA-OV-7B) to InternViT-6B (in
InternVL-26B), the median image encoding time increases
by 10×. Finally, prefill computation is more efficient in CA
models because image tokens are attended to only in the CA
layers, as previously discussed in Section 3.2.

Finding 2: The majority of time-to-first-token (TTFT)
is spent on image encoding in CA models due to higher
prefill efficiency by introducing CA layers.

Compute Characteristics of LMM Stages. Image prepro-
cessing on CPU and image encoding on GPU are compute-
intensive processes. Figure 7a plots the impact of varying
the number of CPU cores on preprocessing latency. It is evi-
dent that preprocessing is CPU-intensive, and benefits from
trivially parallelizing across all the available cores. Both
stages exhibit linear latency scaling with batch size, saturating
compute without significant throughput gains from increased
batching as shown in Figures 7b and 7c, respectively.

Figure 7d further plots the GPU utilization metrics for a
request batch size of one during image preprocessing and im-
age encoding. We observe a consistent SM core activity near
100% during image encoding, with average DRAM utilization
below 30%. Image encoding is, therefore, typically compute-
bound, resembling the language model’s prefill phase [19].
We do not investigate the compute characteristics of prefill
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and decode phases of the language model as it has been well
studied; the prefill phase is typically compute-bound, while
the decode phase is memory-bound [1, 19, 40].

Finding 3: Image preprocessing (on CPU) and encoding
(on GPU) are both compute-intensive stages similar to
LLM prefill computation.

Impact of Homogeneous Batching Across Stages on GPU.
In today’s monolithic deployments, a single batch size is ap-
plied across all stages of the LMM on the GPU, which does
not strike a balance between latency and throughput. To il-
lustrate this, we plot Figure 8 that shows the impact of the

batch size on the median latency of every LMM stage across
different model architectures. As the batch size increases, the
increase in the median latency for different LMM stages in-
creases at different rates. This variation highlights the diverse
sensitivity of each LMM stage to batch size, and their varying
levels of compute-intensiveness.

Compute-intensive stages like image encoding and LLM
prefill (in DO models) show minimal throughput gains and
increased latency beyond small batch sizes. In contrast, the
memory-bound decode stage exhibits linear throughput im-
provement with increasing batch size. Notably, for this mul-
timodal dataset’s low text token count, CA models uniquely
benefit from prefill batching, diverging from traditional LLM
literature which suggests prefills saturate compute even at a
batch size of one single request. Therefore, request batching
strategies should be tailored to each stage of the model based
on its computational characteristics.

Finding 4: The effectiveness of batching for image en-
coding and language model’s prefill/decode varies and is
model-specific. Image encoding benefits the least from
batching, except for LLaVA-OV-7B.

Impact of Parallelism. Figure 9 shows the latency trend of
each stage when independently increasing TP degrees of each
LMM component. In Llama3.2-11B, the lowest LLM prefill
time is achieved at TP-8, while the lowest image encoding la-
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tency is at TP-4 and the lowest TBT at TP-1. In fact, encoding
latency increases at TP-8 because TP performance trends are
influenced by tradeoffs in compute intensity and inter-GPU
communication overhead, making it inefficient to split a small
630M encoder across 8 GPUs.

Alternately, in NVLM-D-72B, which features a signifi-
cantly larger image encoder (6B compared to 630M), the
image encoding latency is reduced by 1.3× when increasing
the TP degree from 4 to 8. However, this results in diminish-
ing returns relative to the increased resource cost. Depending
on the workload traffic and application requirements (whether
higher throughput or lower latency is needed), operators can
choose between deploying two image encoders with TP-4 (to
maximize throughput) or one encoder with TP-8 (to minimize
latency), both across 8 GPUs.

These results highlight that treating the image encoder
and LLM backend as a monolithic unit when determining
parallelism strategies can lead to suboptimal performance.
Instead, deployment decisions should account for their indi-
vidual architectural characteristics and computation intensity
to achieve optimal efficiency.

Finding 5: Image encoder and LLM backend can scale
differently with model parallelism, while a monolith
deployment limits the sharding flexibility and results in
suboptimal performance.

3.4 Mixed Modality Performance Variation
Image-Text-to-Text LMMs handle a mixed workload, pro-
cessing both text-only and image-text requests simultaneously,
as not all requests include an image input. In this section, we
explore the effects of mixing images with text prompts on
both an intra-request and inter-request level.

3.4.1 Impact of Intra-Request Image-Text Token Ratio

Figure 10 shows how varying image-to-text token ratios
within a single request affects TTFT, with corresponding
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Figure 10: Request TTFT/TBT and time breakdown for a
context length of 16K under various image-to-text token ratios
for InternVL-26B (DO) and Llama3.2-11B (CA).

component-wise latency breakdowns. We fix the total context
length of each request at 8K and 16K tokens while varying
the percentage of image tokens by adjusting the number of im-
ages (0–12 images for InternVL-26B with 1280 tokens/image,
0–10 for Llama3.2-11B with 1601 tokens/image).

For the DO InternVL-26B model, TTFT increases linearly
with image token percentage, primarily driven by image en-
coding time, while prefill latency remains constant as shown
by the split in Figure 10a (ii). This stability in prefill latency
stems from decoder-only LMMs processing both text and
image tokens similarly through the language model backend.
Notably, increasing from 1 to 12 images results in 10× higher
encoder latency, leading to 3× higher TTFT.

The CA-based Llama3.2-11B model shows a different pat-
tern. While TTFT increases with image token percentage due
to encoder overhead, the impact is less severe than InternVL-
26B, showing only 1.5× TTFT degradation when moving
from text-only to image-only inputs. This moderate latency
gain is due to CA models attending to image tokens only in the
CA layers, resulting in lower self-attention compute as the per-
centage of image tokens increases as shown in Figure 10b(ii).
This partially offsets the increased image encoding latency.

The TBT behavior also differs between architectures.
InternVL-26B’s TBT (batch size 64) remains stable as the
image-text token split has no impact on DO models; compute
is driven by the total context length. In contrast, Llama3.2-
11B’s TBT (batch size 16) jumps sharply with the first image
due to the activation of the CA layers and then stabilizes as

7



0 50 100
Image-Text Request %

0

1000

2000

3000

4000

5000

La
te

nc
y 

(m
s)

0 50 100
Image-Text Request %

0

500

1000

1500

2000

2500

0 50 100
Image-Text Request %

0

10

20

30

40

La
te

nc
y 

(m
s)

mean latency attn mlp

(i). Prefill latency. (ii). Prefill breakdown. (iii). Average TBT.

(a) InternVL-26B.

0 25 50 75
Image-Text Request %

500

1000

1500

La
te

nc
y 

(m
s)

0 25 50 75
Image-Text Request %

0

200

400

600

800

0 25 50 75
Image-Text Request %

0

5

10

15

20

25

mean latency attn mlp cross_attn cross_attn_mlp

(i). Prefill latency. (ii). Prefill breakdown. (iii). Average TBT.

(b) Llama3.2-11B.

Figure 11: LLM prefill time and TBT under various image-
text request ratios in a mixed batch of requests for InternVL-
26B (DO) and Llama3.2-11B (CA).

image key-value vectors are cached during prefill.

Finding 6: As image tokens in a multimodal request
increase, we see a more pronounced linear increase in
TTFT for DO models due to encoder overhead.

3.4.2 Impact of Inter-Request Image-Text Request Ratio

We now evaluate the impact of inter-request batching of text-
only and image-text requests on their latency to identify how
they interfere with one another during the shared language
model prefill and decode operations. Using a fixed batch
size of 8 and a total context length of 64K tokens for both
Llama3.2-11B and InternVL-26B, we vary the proportion of
image-text requests in a batch from 0% (all text-only requests)
to 100% (all image-text requests) and measure their prefill
latency and TBT. The results are shown in Figure 11. Note
that image encoding time increases at a higher rate than prefill
latency as the image-text request ratio increases, but we focus
on the trends in prefill execution time as the encoder latency
can be reduced by independently scaling it.

For CA-based Llama3.2-11B, if a batch of text-only re-
quests is batched with even a single image-text request, it
would increase the average prefill latency and TBT of the
text-only requests by 5.7% and 33.3% respectively, due to the
activation of CA layers. However, as the image-text request
ratio increases to 100%, prefill latency drops by 91% as re-
duced self-attention and its MLP computation outweigh the
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Figure 12: Performance impact on different stages under
GPU frequency scaling on A100 and H100 nodes. Latency is
normalized to that on H100 at 1800 MHz.

CA overhead. TBT, on the other hand, very slightly decreases
as we increase the number of image-text requests beyond one
because of the reduction in self-attention latency due to re-
duced KV accesses of the text tokens. The effect will be more
pronounced at larger decode batches.

In contrast to the CA model, the DO InternVL-26B model
shows negligible variance in TTFT and TBT as we vary the
percentage of image-text requests in a batch. This is primarily
due to the fact that both prefill and decode compute depend
only on the total context length or batch size, as the DO mod-
els treat text and image tokens equally.

Finding 7: Batching requests of different modalities
(image-text and text-only) results in performance varia-
tion and interference in the more efficient CA models.

3.5 Hardware and Power Sensitivity
To evaluate the sensitivity of hardware and power efficiency
across LMM inference stages, we conducted a series of exper-
iments on NVIDIA A100 and H100 GPUs to measure critical
performance metrics, including image encoding latency, pre-
fill time, and TBT, as well as GPU power consumption, under
varying GPU frequency settings. All experiments presented
in the rest of this section use Llama3.2-11B because CA-
based LMMs achieve superior prefill efficiency and better
overall TTFT and TBT than DO LMMs. Power consumption
is measured using NVIDIA DCGM [36].
Performance. Figure 12 illustrates the impact of frequency
scaling on performance across different inference stages at
a batch size of eight. Similar trends are observed for other
batch sizes. Image encoding latency improved by an average
of 34% on A100 GPUs and 36% on H100 GPUs when scaling
from the lowest to the highest frequency. Prefill times exhib-
ited similar improvements, with an average gain of 30% on
A100 and 28.5% on H100 GPUs. TBT, which represents the
overall decoding performance, shows the least performance
improvements of 17.3% on A100 and 14.1% on H100 due to
its more memory-bound nature.

Transitioning from A100 to H100 hardware provided addi-
tional performance boosts. For image encoding latency, the
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Figure 13: Impact of frequency scaling on the power con-
sumption and performance on A100 and H100 nodes.

average improvement across all frequency levels is 30.4%.
Prefill times improve by an average of 41.6%, with the highest
gains for the lowest frequency level (44.2% at 1400 MHz).
For TBT, the average improvement across frequency levels
is only 23%, which is smaller than that in both image en-
coding and prefill. These results highlight the combined ef-
fects of frequency scaling and hardware upgrades on overall
performance for both image encoding and language model
prefill/decode workloads at varying batch sizes.

Finding 8: Image encoding has a higher performance
degradation when downscaling GPU frequency com-
pared to LLM prefill/decode.

Energy Efficiency. At higher frequencies, performance im-
provements come at the cost of increased power consumption.
For example, when serving a batch of eight requests on an
A100 device, peak power usage rises to 418 Watts during
image encoding, 438 Watts during language model prefill,
and 309 Watts during decoding.

Figure 13 shows energy consumption (power over execu-
tion time) across different frequencies for each LMM stage.
Optimizing frequency requires balancing performance gains
against diminishing returns in energy efficiency. This trend re-
mains consistent across all stages (i.e., image encoding, LLM
prefill, and LLM decode) and different batch sizes.

The frequency setting that minimizes energy consumption
(measured in Watt·s) varies by stage and GPU model. For
image encoding, the optimal frequency is 1400 MHz on H100
and 1000 MHz on A100. For LLM prefill, it is 1200 MHz on
H100 and 1000 MHz on A100, while for LLM decode, the
optimal frequency is 1000 MHz on both GPUs.

At the optimal energy efficiency point, H100 GPUs con-
sume 36% less energy than A100 GPUs during image encod-
ing and 24% less during LLM prefill for a batch size of 8.
However, for LLM decode, the difference in energy efficiency
between H100 and A100 is only 1%.

Finding 9: Image encoding and LLM prefill benefit
more from a higher-end GPU like H100, which achieves
better energy efficiency, while LLM decode does not.

4 Production Trace Analysis

To understand multimodal serving patterns at scale, we ana-
lyze production traces from one of Azure’s LMM inference
clusters. With LMMs becoming critical components in pro-
duction services, we focus on characterizing the multi-tenant
traffic consisting of both text-only and image-text requests.
Our analysis specifically examines (1) temporal patterns and
burstiness in workload characteristics and (2) statistical distri-
butions of multimodal request patterns. We will be releasing
the traces discussed soon.

Bursty and Variable Request Arrival Pattern. Our analy-
sis, shown in Figure 14, examines (1) the traffic of text-only
and image-text requests separately to understand their dy-
namic behavior and overall impact on the system, and (2) the
traces of two different categories of services, image-heavy
and text-heavy, to capture the diverse dynamics prevalent in
production. The traces are collected over a span of two days.
To understand the traffic patterns, we report the timeline of:
(1) prompt (input) token rate, (2) output token rate, (3) request
arrival rate, and (4) input image rate. Our analysis reveals two
key characteristics of production traffic:
• Diverse Request Arrival Patterns. For image-heavy ser-

vices, image-text requests show up to 5× higher prompt to-
ken rates compared to text-only requests, while text-heavy
services demonstrate the opposite trend, with text-only re-
quests having 3× higher rates. In addition, text-only and
image-text request workloads often exhibit independently
occurring peaks and troughs, showing minimal correlation.

• Image Bursts. Image-text request prompt token rates show
bursty behavior across both service categories. In image-
heavy services, these bursts arise from increased images
per request rather than higher request arrival rates.

Heterogeneous Request Inputs. Given the significant vari-
ability in prompt token rates, we analyze input heterogeneity
by examining prompt length distributions for both text-only
and image-text requests (Figure 15a). The takeaways are:
• Heavy Tails in Prompt Lengths. The services have heavy-

tailed prompt length distribution. Both image-text and text-
only requests’ prompt length distribution is a power-law2

with alpha of 4.4 and 2.9, respectively.
• Distinct Characteristics of Image-Text and Text-only Re-

quests. The image-text requests (solid line in Figure 15a)
have longer median prompt lengths but shorter tail prompt
lengths compared to text-only requests (dashed line).

We also assess how images contribute to the bursts in the
prompt token rates. Images can lead to higher prompt length
in two ways in LMMs: (1) More number of images per re-
quest, and thus more image tokens, and (2) higher dimension
(resolution), and thus more tiles. To understand image bursts
prevalent in production traces, Figures 15b and 16 show the

2In a power law distribution, a lower alpha value signifies a heavier tail
with more extreme events occurring more frequently.

9



0

5

10

Pr
om

pt
 T

ok
en

s
 / 

M
in

1e6 Image-text Request Text-only Request

0

5

10

O
ut

pu
t 

To
ke

ns
 / 

M
in

1e5

0

2500

5000

Q
PM

3 9 15 21 27 33 39 45
Hour

0

1

2

Im
ag

es
 / 

M
in

1e3

(a) Text-heavy services.

0

1

2

Pr
om

pt
 T

ok
en

s
 / 

M
in

1e6 Image-text Request Text-only Request

0.0

0.5

1.0

O
ut

pu
t 

To
ke

ns
 / 

M
in

1e5

0

200

400

Q
PM

3 9 15 21 27 33 39
Hour

0

10

20

Im
ag

es
 / 

M
in

1e3

(b) Image-heavy services.

Figure 14: Aggregated Prompt token rate, token generation rate, request arrival rates in Queries per Minute (QPM), and image
rate for a production LMM inference cluster in a two-day period for text and image heavy services.
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Figure 15: LMM input characterization in production.

distribution of the number of images per request and image
dimensions, respectively, for the top 3 text-heavy services
with the highest load. We examine both intra-service and
inter-service image heterogeneity by comparing image input
patterns within individual services and across different ones.
This analysis helps determine whether image variability is pri-
marily a service-specific characteristic or varies significantly
across different services. The main takeaways are:
• Inter-Service Heterogeneity in Images. The input images

exhibit a high inter-service heterogeneity in the number of
images per request and image dimensions: (1) The P95 of
the number of images per request for services 1 and 2 is 64
and order-magnitude higher than service 3 which is 4 (i.e.,
a 16× factor difference as shown in Figure 15b). (2) Image
dimensions also vary significantly between the services.
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Figure 16: Image dimension distribution in production.

The P95 image height and width of Service 2 is 768×1117,
higher than the image dimensions of service 3, which is
512×512 (as shown in Figure 16 top row).

• Heavy Tails in Images Per Request. The number of images
per request varies significantly and follows a power law
distribution with alpha 1.5 (blue line in Figure 15b).

10



Finding 10: Production LMM traffic exhibits heavy-
tailed distributions with modality-specific bursts, where
image and text requests show independent peaks and
variability in arrival patterns.

Comparison to ShareGPT-4o Dataset. We compare our pro-
duction traces with the ShareGPT-4o LMM dataset [8]. Image
dimensions show similar distributions across both datasets,
with median width and height around 500 pixels and P95
exceeding 1000 pixels. However, text prompt lengths in the
ShareGPT-4o dataset are 5× shorter, with a median length of
57 compared to 296 in production traces. The text accompa-
nying images is also significantly shorter than the average
text prompt length in LLMs found in popular open-source
datasets like ShareGPT text dataset [51].

Finding 11: Open-source LMM inference datasets
share similar image dimensions with production traces
but have much shorter text prompts, common in visual
question answering.

5 Challenges and Systems Implications

Based on our systems characterization study of open-source
LMM benchmarks and production LMM workloads, we dis-
cuss the key challenges and their implications for designing
efficient LMM serving at scale.

5.1 Implications on Systems Architecture
Our characterization analysis (Section 3) on diverse, repre-
sentative open-source LMM models for Image-Text-to-Text
tasks reveals the following key aspects that significantly im-
pact the design of efficient LMM serving systems.

Challenge C1: Optimizing Resource Allocation and Navi-
gating Bottlenecks in LMM Inference. The diverse charac-
teristics of image-text and text-only requests, combined with
variable arrival patterns and requests’ input heterogeneity,
make managing bottlenecks in LMM inference pipelines par-
ticularly challenging for maximizing throughput. Bottlenecks
can shift dynamically during bursts or when heavy-tailed re-
quests arrive. For instance, during image bursts, the image
preprocessing and encoding stages in LMM inference often
become bottlenecks due to their compute-intensive nature
and higher sensitivity to batching, as detailed in Section 3.3.
In contrast, the language model backend may retain suffi-
cient capacity to handle additional requests. Conversely, when
heavy-tailed text requests with large prefill lengths arrive, the
language model becomes the bottleneck due to the compute-
intensive nature of the prefill stage, while the image encoder
may remain underutilized. In such cases, a naive and coarse-
grained approach like monolithic deployment (Section 2.2)
will be highly resource-inefficient, as it requires scaling the

entire LMM pipeline, even when the bottleneck remains lo-
calized to a specific component.

Challenge C2: Achieving High Resource Utilization. The
LMM inference pipeline often creates significant resource im-
balances and may lead to poor resource utilization. Profiling
of the Llama3.2-90B image encoder (Figure 7d) reveals this
imbalance clearly. While it saturates compute resources, it
uses only 2.5% of memory capacity and just 20% of available
memory bandwidth. To balance compute and memory usage,
the other two stages of the LMM pipeline, prefill and decode,
can be combined using prefill-chunking [1, 20]. However,
we observe that image-text requests are typically accompa-
nied by small text prompts (much smaller than LLM serving).
This limits opportunities to fuse prefill and decode operations,
resulting in decode-only batches that underutilize compute
resources. These imbalances make achieving high resource
utilization in LMM inference extremely challenging.

Implication: Stage-Specific Optimizations. Different stages
of LMM pipelines, such as image preprocessing, encoding,
and text generation (LLM prefill and decode), exhibit distinct
optimization characteristics and resource utilization patterns
(Section 3.3). The efficacy of performance optimization tech-
niques, particularly batching policies, model parallelization
strategies, and GPU frequency scaling policies, varies sig-
nificantly across different LMM stages and model architec-
tures. This observation motivates the need for fine-grained,
stage-aware configuration management to maximize through-
put while maintaining latency constraints, and co-location of
stages where possible, to maximize resource efficiency

5.2 Implications on Scheduling and Routing
Similar to LLM serving, in LMM serving, a scheduler de-
termines when to batch or execute every request within each
model instance, while a router distributes incoming requests
across model instances to balance the load. The produc-
tion traces (Section 4) exhibit highly variable and heteroge-
neous characteristics and pose several challenges to efficiently
scheduling and routing LMM requests at scale.

Challenge C3: Managing Tail Latencies during Traffic
Bursts. The bursts observed in production traces (Figure 14)
can significantly increase queuing delays and lead to SLO vi-
olations. This is because the SLOs for LMM serving systems
are defined on tail TTFT and TBT latencies (e.g., the P95 or
P99), and these tail latencies (especially TTFT) remain highly
sensitive to queuing. When the bursts happen, queueing is in-
evitable. LMMs complicate this as different modalities (such
as image-text and text-only requests) can experience indepen-
dent bursts, each imposing varying computational demands
on the pipeline. Furthermore, reactive approaches may fail to
address these issues effectively because bursts can cause SLO
violations before the system has a chance to adapt.

Challenge C4: Handling Convoy Effects and Interference
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from Heavy-Tailed Requests. The heavy-tailed and wide
distribution of requests in terms of prompt lengths and image
counts in production LMM traces, along with their distinct
processing requirements, can cause convoy effects and in-
crease performance interference. For example, a convoy effect
may occur when text-only requests with long prompts occupy
all the workers in the shared LMM inference cluster. This
scenario can block image-text requests that are collocated
with the text-only requests, even when the queues are short,
increase their tail latency, and violate SLOs. Overall, a few
large requests from one modality may increase the latency
of many small requests from another modality, leading to
SLO violations. To make things worse, the distinct processing
requirements of image-text and text-only requests can fur-
ther increase interference. For instance, as the percentage of
image tokens increases in the context, prefill time decreases
because image tokens bypass the self-attention layers in CA-
based LMMs. However, since images can have varying token
counts (from 256 to 8K tokens as shown in Figure 3), naively
prioritizing image-text requests can degrade performance for
text-only requests.

Implication: Modality-Aware Routing and Scheduling.
Concurrent execution of text-only and image-text requests on
shared LMM instances improves utilization but leads to sig-
nificant performance variation (Section 3.4) that is mainly due
to their distinct processing requirements and varying context
lengths. For instance, request TTFT decreases when the per-
centage of image tokens in the total context length increases
since image tokens bypass the self-attention layers (which
accounts for a dominant portion of 32 out of 40 layers in
Llama3.2-11B) in CA-based LMMs. However, since images
can consist of a varying number of image tokens (ranging
from 256 to up to 8K tokens as shown in Figure 3), simply
prioritizing incoming image-text requests can lead to perfor-
mance degradation for text-only requests.

To serve traffic bursts and minimize interference and con-
voy effects, modality-aware request routing and scheduling
are essential. This approach should intelligently collocate
text-only and image-text requests based on the token ratios of
image and text in the request context, ensuring high resource
utilization on shared GPU devices while meeting SLOs.

6 A Decoupled System Design

To address these challenges (Section 5), we present a decou-
pled serving architecture for LMM inference that logically
splits operations into image- and text-specific nodes.

While this decoupled design effectively addresses resource
allocation and dynamic inference bottleneck challenges out-
lined in C1 and C2 (Section 5.1), it also forms the building
block for modality-aware scheduling and routing to address
the issues of tail latency, heterogeneous request bursts, and
interference highlighted in C3 and C4 (Section 5.2).
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Figure 17: A decoupled design for LMM serving.

6.1 A Decoupled Architecture
Our comprehensive analysis reveals that the monolithic serv-
ing infrastructure for LMMs is inefficient; it neither caters
to the diverse resource requirements of each stage of LMM
inference nor optimizes the execution of these stages. We
posit that logically separating the stages and independently
optimizing their deployment improves serving efficiency.

Figure 17 illustrates this decoupled architecture. The Im-
age Nodes process input images from the LMM requests, and
each image node comprises one or more image preprocessors
and image encoders from an LMM pipeline. Image tokens
from Image Nodes are then sent to the Text Nodes for fur-
ther text-based processing (i.e., LLM prefill and decode) to
generate the output text. Text-only requests can bypass the
image-specific components and be queued directly at the Text
Nodes. This approach minimizes interference in text-only re-
quests, preventing resource contention caused by the encoder
handling image-text requests.

This architectural separation provides three key benefits:
• This approach enables adaptive and independent resource

scaling based on LMM workload characteristics, with Im-
age Nodes handling image-specific operations such as pre-
processing and encoding, and Text Nodes hosting the LLM
backend that manages prefill and decode stages.

• The decoupled design allows stage-specific and model-
specific configurations (e.g., autoscaling, model parallelism,
and batching strategies), optimized for each component’s
computational profile and architecture.

• Cross-request interference can be minimized by physically
separating Image and Text Nodes in this design, allowing
text-only requests to bypass the Image Node entirely. In
addition, modality-aware scheduling at the Text Node can
maximize the processing throughput of text and image to-
kens while meeting the TTFT and TBT SLOs.

6.2 Decoupled Resource Management
The logical split between Image and Text Nodes allows for
independent provisioning and management of the image-
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specific and text-specific components in an LMM pipeline,
each with varied resource demands. Our design introduces
an Image Agent and Text Agent to independently manage
resources and configurations for their respective components.
Each agent dynamically makes online resource configuration
decisions based on workload demands and system load. Be-
low, we highlight three key features of decoupled resource
management for LMM components.
• Autoscaling. The Image and Text Agents dynamically de-

termine the number of replicas for each model component
based on real-time workload demands. For instance, dur-
ing high image traffic in image-heavy scenarios, the Im-
age Agent scales up the number of replicas of the image
preprocessor and encoder to keep up with the rate of text
processing and minimize overall request latency. The Text
Agent can dynamically adjust the number of replicas of the
language model backend to manage prompt length spikes in
prefill or decode operations. Depending on the deployment
strategy, the language model prefill and decode can either
be co-located [1, 20] or disaggregated [40, 56], and scaled
accordingly to optimize performance.

• Batching. The Image and Text Agents independently de-
cide whether incoming requests should be batched together
to improve throughput or processed immediately to meet la-
tency SLOs. For example, Image Nodes may avoid batching
multiple image encoding requests to ensure low encoding
latency if encoding is the bottleneck and GPU compute
utilization is saturated, which oftentimes is achieved with
very small batch sizes as shown in Section 3.3. Conversely,
Text Nodes may batch requests to optimize token process-
ing/generation throughput during the LLM’s prefill/decode
stage, depending on the TTFT/TBT SLOs, especially for
CA-based LMMs.

• Model Sharding. The agents configure optimal parallelism
(TP/PP) degrees for their respective model components
(image encoder and language model backend). Our exper-
iments show that encoders generally achieve maximum
throughput with a smaller TP compared to the LLM back-
end (Section 3.3). This independent model sharding is ef-
fectively enabled within our decoupled architecture.

6.3 Disaggregated Deployment

While our decoupled design logically separates an LMM
serving system into Image and Text Nodes, a straightforward
deployment strategy is to run these components on physically
disaggregated GPUs; a one-to-one mapping between logical
Image and Text Nodes to physical GPU nodes. Such a disag-
gregated deployment is latency-centric; physically separating
the Image and Text Nodes minimizes interference between
different types of requests, makes independent scaling deci-
sions easier to deploy compared to a monolith architecture,
and thus greatly reduces operational complexity. Disaggre-
gation is especially useful when the multimodal workload is

highly dynamic, and each modality can exhibit independent
bursts and heavy skews.

In addition, disaggregated deployment enables more effec-
tive utilization of heterogeneous hardware and independent
GPU frequency scaling, optimizing both performance and
energy efficiency. For instance, operators can allocate high-
performance GPUs like H100 for image encoding and LLM
prefill while older generations of GPUs for LLM decode [40].

6.4 Image-Encode-Text-Decode Colocation
One key challenge with the disaggregated deployment is that
it can lead to suboptimal resource efficiency. As outlined in
C2, the Image Nodes hosting the encoder are compute-heavy
and gravely under-utilize memory capacity and bandwidth.
While deploying encoders on a heterogeneous set of com-
modity GPUs might seem attractive, such a strategy would
compromise latency guarantees required in production envi-
ronments. Text Nodes, on the other hand, under-utilize both
CPU (unlike Image Nodes that include CPU-intensive image
preprocessing) and GPU compute due to limited opportunity
to fuse prefill and decode operations.

To address this inefficiency, we propose stage colocation.
The idea is to physically co-locate the LLM decode opera-
tions with image encoding on the same GPU instance, mo-
tivated by their opposite resource demand. The co-location
strategy, however, introduces non-trivial technical challenges.
First, the key-value cache has to be transferred from the Text
Nodes to the Image Nodes. However, since this transfer hap-
pens only once (after the prefill phase), it can be overlapped
with decode computation, resulting in minimal overhead in
high-bandwidth clusters [40, 56]. Second, traditional GPU
sharing mechanisms such as MPS [38] and MIG [37] can lead
to unpredictable performance interference between the two
interleaving stages. Selective operator fusion [6, 19] across
stages can be investigated as a promising direction to achieve
both predictable latency and improved throughput. However,
this approach requires careful consideration of operation de-
pendencies and resource constraints.

6.5 Modality-Aware Scheduling and Routing
Our decoupled architecture has an added advantage. By de-
sign, it enables routing and scheduling decisions that are
aware of multimodal inputs. This improves system efficiency
and addresses challenges C3 and C4 in the following manner.

Modality-Aware Routing. To address challenge C3, the rout-
ing techniques need to minimize the queuing delays that im-
pact TTFT tail latency (Section 5.2). However, image bursts
seen in the production traces (Section 4) make the routing
techniques vulnerable to load imbalances, increasing queuing
delays. Common LLM routing techniques, such as round-
robin and memory-based load balancing [48], fail to miti-
gate this issue. Round-robin is unaware of request sizes and
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can assign requests to model instances where small requests
with few images get queued behind large ones with many im-
ages. Memory-based load balancing also falls short, as it fails
to capture the computational load imposed by the compute-
bound nature of image encoding (Section 3.3). We propose a
modality-aware routing strategy that considers input modality
to route requests to multiple Image Nodes with the least image
tokens in the queue. This approach is effective because: (1)
image tokens inherently reflect the number of images per re-
quest and image sizes, (2) image encoding is compute-bound,
and (3) image processing loads are balanced across multi-
ple preprocessors and encoders created by the Image Agent
autoscaler. By parallelizing image token generation and pri-
oritizing Image Nodes with the lowest image-token load, our
proposed routing technique reduces queuing delays caused
by image bursts, improving TTFT tail latency.

Modality-Aware Scheduling. To tackle challenge C4,
scheduling techniques must handle convoy effects and in-
terference between image-text and text-only requests. While
disaggregated deployment (Section 6.3) naturally mitigates
interference—preventing large image-text requests from
blocking small text-only requests by confining them to Image
Nodes—interference can still occur on Text Nodes. This hap-
pens when large text-only requests block image-text requests,
as image-text requests require their text prefill to be processed
on Text Nodes. Traditional scheduling techniques like FIFO
fail to address this issue due to head-of-line blocking [41].

To prevent convoy effects and interference, our schedul-
ing technique prioritizes requests based on both modality
and prompt size, and mixes batched requests based on perfor-
mance variation profiles with varying modality mixture for
DO and CA models (Section 3.4). The key idea of our pro-
posed technique is to give high priority to image-text requests
and low priority to large-size text-only requests in the Text
Nodes. Additionally, this prioritization scheme also allows
preempting large text-only requests and rescheduling them to
accommodate image-text requests, avoiding convoy effects
and providing performance isolation in TTFT and TBT.

7 Related Work

LMM Characterization. Lee et al. [21] provides a compre-
hensive characterization of multimodal generation models at
Meta, while we focus on multimodal inputs. Hou et al. [15]
focus on traditional multimodal models employing small-
scale convolutional neural networks. In contrast, our work
presents a detailed analysis of multimodal input workloads
on both open-source LMM models and production traces,
highlighting their unique execution and workload patterns.

LMM Serving. Recent research has introduced several tech-
niques to optimize LMM serving by addressing key in-
efficiencies in inference computation and memory usage.
Inf-MLLM [35] employs token caching strategies and at-

tention bias to maintain performance with long contexts
while reducing KV cache memory consumption. Elastic
Cache [29] utilizes an importance-driven cache merging strat-
egy to prune KV caches efficiently during inference. Dynamic-
LLaVA [17], VTW [27], and QueCC [24] present various
vision token sparsification and compression techniques to
dynamically reduce redundancy in vision tokens. These op-
timizations primarily operate at the model level, trading off
computational overhead with model performance. They are or-
thogonal to our proposed system-level design for SLO-driven
LMM serving that does not impact model performance, which
can further benefit from such model-level advancements, e.g.,
faster image encoding through token compression.

LLM Serving. Recent studies have delved into optimization
for text-only LLM serving. For instance, DynamoLLM [47]
enhances LLM serving efficiency through model parallelism,
autoscaling, and frequency scaling. POLCA [39] introduces a
framework for managing resource oversubscription in LLM
inference clusters. Other optimizations for LLM serving in-
clude key-value cache management [20], continuous batch-
ing [54], scheduling [41–43, 46, 48], prefill-decode interfer-
ence reduction [1, 40, 56]. While these optimizations enhance
prefill and decode efficiency, our work focuses on the unique
characteristics of multimodal models.

8 Conclusion

In this paper, we present a comprehensive systems analysis on
LMM inference workloads through extensive benchmarking
on open-source LMMs and production traces. Our characteri-
zation revealed unique challenges, including heterogeneous
performance, resource, and power characteristics of various
LMM components and performance interferences between
multimodal requests. These insights led to our proposed de-
coupled architecture and systems design implications, such as
modality-aware scheduling strategies, aimed at minimizing
LMM serving cost and ensuring efficient LMM serving at
scale. Our findings open up new avenues for future systems
research on scalable, cost-efficient systems that address the
complexities of multimodal inputs and LMM architectures.
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