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Abstract
As large language models (LLMs) handle increasingly longer
contexts, serving long inference requests of millions of to-
kens presents unique challenges.We show that existing work
for long context inference is largely based on techniques
from long context training, and does not handle the high
variability in input lengths during inference. This leads to
inefficient resource utilization, server fragmentation, and
head-of-line (HOL) blocking.
We present Medha, an end-to-end system for efficient

long-context LLM inference that addresses these challenges
through fine-grained time sharing. Medha introduces three
key innovations: (1) the mechanism of adaptive prefill chunk-
ing to help mitigate HOL blocking with preemption; (2)
two new parallelism strategies: Sequence Pipeline Paral-
lelism (SPP) to reduce time-to-first-token by pipelining prefill
chunks, and KV-Cache Parallelism (KVP) to lower time-per-
output-token by distributing decoding across servers; and (3)
a novel input-length aware least remaining slack scheduling
to meet Service Level Objectives (SLOs).

Medha enables exact inference scaling beyond 10 million
tokens, maintaining high throughput and low latency across
mixed-length workloads. Compared to state-of-the-art sys-
tems, Medha reduces server fragmentation, cuts median la-
tency by up to 30×, and improves throughput by over 5×,
delivering production-scale long-context inference without
compromising performance on shorter requests.

1 Introduction

Motivation. Emerging applications (e.g., book summariza-
tion, movie analysis, multi-agent dialogue with knowledge
retrieval, and multi-modal reasoning) are pushing large lan-
guage models (LLMs) to process contexts spanning millions
of tokens, orders of magnitude longer beyond the limits of
current systems [14, 30, 51].

The quadratic cost of self-attention [47]makes long-context
inference latency-intensive. Recent training-time methods
like Context Parallelism (ring and striped attention [9, 28])
distribute context processing across a fixed number of GPUs
to mitigate this cost. However, unlike training, inference
requests have highly variable sequence lengths. Thus, using
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Figure 1. Impact of long-context requests on TTFT for Llama-3 8B
inference using 16 A100 GPUs with LoongServe [49] and Medha.

a fixed degree of parallelism leads to significant communica-
tion overhead and inefficient compute/memory utilization.

LoongServe [49] addresses variability in sequence lengths
using elastic context parallelism and prefill-decode disaggre-
gation, dynamically resizing GPU pools to match request
lengths. While this reduces prefill latency and communica-
tion overhead, it remains vulnerable to head-of-line (HOL)
blocking—an issue inherent to ring attention. As shown in
Figure 1, LoongServe experiences sharp latency spikes when
serving a mix of short and long-context requests (with just
5% long requests), as short ones are blocked behind long-
running requests.
Moreover, LoongServe fragments servers into dedicated

pools for prefill and decode stages, further reducing over-
all resource utilization, as we illustrate later in Figure 4. A
common workaround is to introduce more pools partitioned
by request length buckets. However, determining the right
splits is challenging (e.g., a 128K-token request can be 100×
cheaper than a 1M-token one), often resulting in inefficiency
and even greater server fragmentation.

Our Work. We design Medha, a system for scalable long-
context inference that reduces resource fragmentation and
improves efficiency across all request types (i.e., prefill and
decode for both short and long requests). To achieve this,
Medha enables fine-grained preemption, and uses advanced
scheduling techniques to share the resources better, avoiding
the inefficiencies of static partitioning.
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The key enabling mechanism in Medha is prefill chunking,
which splits long-context requests into smaller chunks, al-
lowing prefill and decode to be batched together. This line of
work tries to utilize resources better without creating pools.
Contrary to prior belief [4, 17], chunking overhead decreases
with context length; even small chunks (e.g., 64 tokens) add
minimal cost at scale (Figure 5b). We leverage this insight
by introducing, adaptive chunking, wherein we dynamically
adjust the chunk size for a request based on the context
length to meet decode latency SLO without compromising
on system throughput (Figure 6b). This fine-grained preemp-
tion ability also allows short requests to interleave with long
ones and complete without delay, using our slack-aware
prioritization across prefill requests.
However, chunking alone is insufficient since ring atten-

tion is incompatible with chunked prefills, and tensor par-
allelism (TP) cannot scale across servers due to intercon-
nect limitations. To overcome this, Medha introduces two
new parallelism strategies: (1) Sequence Pipeline Parallelism
(SPP) reduces time-to-first-token (TTFT) by concurrently
processing consecutive chunks of a long request across pi-
pleine stages, enabling linear scaling of prefill latency; and
(2) KV-Cache Parallelism (KVP) accelerates token genera-
tion by distributing the KV-cache across servers, reducing
time-per-output-token (TPOT).

Medha unifies TP, SPP, and KVP in a novel 3D parallelism
framework and combines it with adaptive chunking and
batching. This design eliminates fragmentation, avoids HOL
blocking, and enables exact inference with context lengths
up to 10 million tokens. In this way, Medha enables exact
inference with long contexts, achieving performance scaling
for context lengths up to 10 million tokens. Medha reduces
median latency by up to 30× and improves throughput by
over 5× compared to state-of-the-art systems.
Summary. We make the following contributions to long-
context inference serving systems, without approximations:
• Sequence pipeline parallelism (SPP) for concurrent chunk

execution during prefill, reducing TTFT while mitigating
HOL blocking.

• Adaptive chunking and KV cache parallelism (KVP) to dy-
namically control the trade-off between TTFT and TPOT
across requests in mixed-batching scenarios with long
context requests.

• Medha 3D parallelism combining TP, SPP, and KVP to scale
inference to 10M tokens, maintaining efficiency and low
latency across heterogeneous batches.

• Medha scheduling that prioritizes and balances short and
long requests using fine-grained time sharing.

2 Background and Motivation

2.1 Long-Context LLM Inference

Models. Recent research showed that LLMs can be fine-
tuned to handle context lengths spanning millions of tokens

Table 1. Definitions of notations in equations.

Notation Definition

𝑛 number of tokens
ℎ𝑞 or ℎ𝑘𝑣 number of query or key-value heads

𝑑 attention head dimension
𝑝 𝑗 parallelism degree for strategy j. e.g. 𝑝𝑡𝑝 for TP
𝑀𝑘𝑣 memory required for KV cache
𝐹𝑎 attention flops
𝑅𝑎 number of bytes read for attention
𝐼𝑎 attention arithmetic intensity
𝑐 chunk size
𝑇 execution time

𝑇𝑝 or𝑇𝑑 prefill latency or decode latency

by re-scaling positional embeddings [8, 27, 46, 51]. These
long-context transformers unlock new capabilities, includ-
ing deep agentic workflows, multi-modal processing and
reasoning over several books’ worth of textual data. For ex-
ample, Google’s Gemini 1.5 model [40] supports contexts of
up to 2 million tokens in production, and Meta’s Llama 4
supports up to 10 million context length [30].
Phases and Metrics. LLM inference with auto-regressive
transformers involves two distinct phases, each with unique
resource and performance profiles [5, 35]. The prefill phase
is compute-intensive, processing input tokens and building
the KV cache. Its latency defines Time to First Token (TTFT),
which is critical for interactive use. The decode phase gen-
erates output tokens sequentially, dominated by memory
bandwidth due to frequent KV cache reads. The Time per
Output Token (TPOT) affects the model’s fluency.
Resource Requirements. With longer contexts, computa-
tional complexity grows quadratically with input size. For
example, serving 1million tokens using Llama-3 70B requires
320 GB of memory for the KV cache and 2.4 exaFLOPs.
As we present our analysis of these resources, Table 1

summarizes our notation. During prefill, each token attends
to all prior tokens, involving two matrix multiplications: (1)
query (𝑄) and key (𝐾 ) tensors to obtain the attention matrix
and (2) attention matrix with value (𝑉 ) tensors. Each oper-
ation requires 2𝑛2𝑑ℎ𝑞 FLOPs. In causal attention, only the
lower triangular matrix is computed, halving the compute
cost, but still growing quadratically with number of tokens.
Thus, for 𝑛 input tokens, the compute FLOPs are:

𝐹𝑎 (𝑛) = 2𝑛2𝑑ℎ𝑞 (1)

During decode, we scan the entire KV cache so far, result-
ing in a linear increase in memory reads. The capacity for
the KV cache and memory reads are:

𝑀𝑘𝑣 (𝑛) = 4𝑛𝑑ℎ𝑘𝑣 = 𝑅𝑎 (𝑛) (2)

Figure 2a shows the theoretical maximum input tokens
that meet a 30s TTFT and 20ms TPOT SLO on a single DGX-
H100 node for Llama-3 8B. Compute becomes a bottleneck at
∼1M tokens, and memory capacity at 4M tokens. Figure 2b
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Figure 2. Theoretical resource requirements for serving Llama-3
8B with 30s TTFT and 20ms TPOT SLOs. Compute is the primary
scaling bottleneck for interactive long-context LLM inference.
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shows the GPUs required to meet this SLO as input tokens
increase: 10 GPUs for 1M tokens and 40 for 2M.

2.2 Serving Long Context Queries

To serve modern LLMs with billions of parameters, long-
context requires distributed computation across multiple
GPUs for high throughput and interactive latencies.
Traditional Parallelism Techniques. Tensor Parallelism
(TP) [43] divides tensors within layers, distributing opera-
tions like attention across devices (Figure 3). This intra-layer
strategy improves both latency and throughput, but frequent
large-scale communication limits its scalability. TP typically
requires high-speed interconnects (e.g., NVLINK), confining
it to single-server deployments on systems like DGX-H100.
Pipeline Parallelism (PP) [5, 20, 54] distributes model lay-

ers across devices, easing memory pressure and freeing up
space for KV cache to support larger batches and higher
throughput. While it scales well across nodes due to minimal
inter-stage communication, it offers no latency benefit due
to sequential stage dependencies.

As context lengths grow into themillions of tokens, achiev-
ing interactive latencies requires efficient parallelization

across many devices. Traditional approaches fall short:
TP does not scale well, while PP improves throughput
but not latency.

LoongServe. A recent work LoongServe [49] uses Ring At-
tention/Context Parallelism [9, 28] (CP) for long context serv-
ing (Figure 3), and therefore partitions queries across devices,
with each shard computing attention over rotating blocks
of KV cache. When each device processes enough tokens
(e.g., 24.5K on A100 with InfiniBand [28]), communication
overlaps with computation, allowing efficient multi-GPU
scaling for long-context workloads. However, this requires
LoongServe to dynamically adjust the degree of parallelism
based on input length and manage separate resource pools.
Large requests are distributed across more GPUs for paral-
lel execution, while smaller ones are packed efficiently to
maximize utilization.

Furthermore, since CP is ineffective for decoding, LoongServe
follows prior work [35, 37] in using disaggregation, migrat-
ing the KV cache to different devices for decoding. As shown
in Figure 2b, decode ismemory-bound and uses fewer devices
than the compute-bound prefill phase. Existing systems built
on CP [52] are subsumed by LoongServe in both capability
and performance.

2.3 Limitations of LoongServe

Our analysis shows that LoongServe faces fundamental limi-
tations due to its coarse-grained resource management.

Resource Fragmentation. LoongServe partitions cluster
resources into three types of isolated pools for: short prefills,
long prefills, and decodes. This segmentation limits flexibility
by forcing the same ratios on memory and compute across
prefill and decode: long requests cannot fully utilize available
compute, and resources remain underused within artificial
boundaries. Figure 4 shows this effect from fragmentation,
where at times, with very long requests, the compute demand
for prefill shoots up dramatically due to the quadratically
cost of attention. The compute in decode pools is often
underutilized due to memory-bound workloads, while
long-prefill requests are slowed down due to reduced
compute capacity due to fragmentation.

Head-of-LineBlocking.The biggest limitation of LoongServe
is its poor handling of mixed workloads. Long-context re-
quests (e.g., 1M tokens) occupy majority of resources for
minutes during prefill, causing severe head-of-line blocking
for other requests. Note that, while LoongServe attempts to
form multiple prefill pools to tackle this challenges, the large
variance in prefill computation cost with sequence length in-
evitably results in HOL blocking for some requests. Though
LoongServe allows space sharing, its coarse-grained elas-
tic allocation and lack of preemption limit effective re-
source multiplexing.
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Figure 4. Timeline showing that as requests arrive and drain, the
required memory and compute ratios for prefill and decode di-
verge significantly (note the log-scale y-axis). Prefill pools become
compute-bound, while decode pools are limited by memory capac-
ity. LoongServe’s static partitioning approach leads to fragmenta-
tion of memory and compute resources across pools, reducing its
ability to efficiently serve such divergent resource demands.

Takeaway: The coarse-grained space sharing in ECP is insuf-
ficient. For efficient long-context serving, we require a funda-
mentally different approach that combines fine-grained time-
and space-sharing.

3 Medha: Key Insights & Mechanisms
The main insight driving Medha is that for very high vari-
ability in context lengths, pool creation causes resource frag-
mentation. Therefore, we optimize techniques that run large
prefills piecewise, enabling fine-grained preemption across
a mix of workload on a shared set of hardware. The par-
allelism techniques we propose, unlike Context Parallelism
or LoongServe, do not need rigid sizing proportional to
context lengths. And finally, our batching and scheduling
algorithms are tuned to offer SLO-awareness for a wide
variety of context lengths.
3.1 Chunked Prefills for Long Context

Instead of executing the entire prefill at once, chunking the
input prompt during prefill [4] enables more flexible sched-
uling. This approach allows finer-grained control, improving
adherence to both prefill and decode latency SLOs across
varying context lengths. As shown in Figure 5a, finer pre-
emption granularity leads to more efficient and responsive
scheduling. This technique parallels the disaggregation of
prefill and decode phases [35] employed by LoongServe.
The Myth. Chunked prefills cause read amplification, since
the whole KV cache must be read for each chunk’s attention,
increasing KV cache reads from 𝑂 (𝑛) to 𝑂 (𝑛2). This has led
to the myth that chunked prefills are inefficient for long
contexts [5, 49, 57]. We challenge this assumption through
an analysis of arithmetic intensity.
Busting theMyth.We find that the arithmetic intensity of a
prefill chunk depends solely on the chunk size, not the total
context length. Each chunk processes 𝑐 tokens, requiring
reads of the full KV cache but performing a fixed number
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Figure 6. Pareto frontiers of prefill/decode latencies in mixed batch-
ing with chunked prefills: (a) Static sizes have a trade-off between
prefill and decode latencies. (b) Adaptive chunking starts with larger
chunks, gradually reducing size to keep batch latencies consistent,
achieving better prefill efficiency and low decode latency.

of operations per token. So, while longer contexts increase
memory reads, compute per chunk stays constant.
Modern LLMs amplify this effect via grouped-query at-

tention [6] (Equation (3)). For example, in Llama-3 70B, 8
query heads share one KV head, boosting arithmetic inten-
sity nearly 8× over standard linear layers [4]. As a result, on
NVIDIA H100 GPUs running Llama-3 70B, a chunk of just 40
tokens can saturate GPU compute.

𝐼 𝑖𝑐𝑝 (𝑛, 𝑐) =
𝐹 𝑖𝑐𝑝 (𝑛, 𝑐)
𝑅𝑖𝑐𝑝 (𝑛, 𝑐)

≃
4𝑖𝑐2𝑑ℎ𝑞
4𝑖𝑐𝑑ℎ𝑘𝑣

= 𝑐
ℎ𝑞

ℎ𝑘𝑣
(3)

This high intensity enables splitting multi-million-token
prefills into thousands of short chunks. Each chunk runs in
tens of milliseconds, making prefill fast and interruptible;
unlike CP’s long, monolithic executions which take minutes.
Kernel Bottlenecks. Early attention kernels struggled with
chunked prefills, as they parallelized only over query (𝑄) to-
kens; limiting throughput when 𝑄 is small. Recent work ad-
dresses this with KV-parallel designs: FlashDecoding [18, 41]
shards across KV tokens, while FlashInfer and FlashAttention-
2 [11, 53] parallelize over both𝑄 and 𝐾𝑉 , delivering efficient
performance at any context length.
3.2 Adaptive Chunked Prefills

Aligned with our analytical model, Figure 5b shows that a
chunk size of 32 adds just 11% overhead to self-attention
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computation, resulting in up to 1.64× lower prefill latency.

compared to a 2048-token chunk. However, small chunks
can hurt end-to-end performance due to inefficient linear
layer execution and fixed CPU overheads. For Llama-3 8B
on 8 NVIDIA H100 GPUs, a 32-token chunk increases prefill
latency by 1.75× for a 1M-token request compared to 4096-
token chunks. Larger chunks, in contrast, increase decode
latency for batched requests (Figure 6a), creating a trade-off
between prefill and decode efficiency.
Early in prefill, MLP layers dominate runtime; as the

KV cache grows, attention becomes the bottleneck, where
smaller chunks become more efficient. To balance this, we
begin with large chunks and shrink them over time.

Our adaptive chunking strategy dynamically adjusts chunk
size during prefill based on (a) decode latency SLOs of other
batched requests, and (b) the minimum efficient chunk size
at the current stage. This approach significantly improves
the prefill–decode latency trade-off, as shown in Figure 6b.

3.3 Sequence Pipeline Parallelism (SPP)

While chunked prefills avoid HOL blocking, we still need
efficient parallelization to reduce latency for long-context
requests. As noted in Section 2.2, TP does not scale well
due to high communication overhead. PP, used in systems
like Orca and Sarathi-Serve [4, 54], maintains efficiency by
interleaving micro-batches from different requests (Figure 7).

This works for decode, where outputs have strict sequen-
tial dependencies. However, it is suboptimal for prefill. We

Table 2. Comparison of parallelization techniques for long-context
LLM inference. ∗Preemption indicates if it supports fine-grained
preemption with chunked prefills.

Parallelism strategy Ba
tc
hi
ng

Pr
ee
m
pt
io
n∗

Fa
st
pr
efi

ll

Fa
st
de
co
de

Sc
al
ab
le

Pipeline Parallelism (PP) [20] ✓ ✓ × × ↑
Tensor Parallelism (TP) [43] ✓ ✓ ✓ ✓ ↓
Context Parallelism (CP) [9, 28] × × ✓ × ↑
Sequence Pipeline Parallelism (SPP) ✓ ✓ ✓ × ↑
KV Parallelism (KVP) ✓ ✓ ✓ ✓ ↓
Medha 3D Parallelism (3DP) ✓ ✓ ✓ ✓ ↑

observe that the prefill chunks do not rely on the model
output from the previous chunk.

This motivates the design of Sequence Pipeline Parallelism
(SPP): a novel pipelining strategy that cuts prefill latency
through smarter chunk scheduling. The core idea lies in
scheduling chunk 𝑖 + 1 right after chunk 𝑖 finishes the first
pipeline stage (Figure 7). This tightly packed schedule maxi-
mizes pipeline utilization during prefill, enabling near-linear
speedups as GPU count scales:

𝑇
𝑠𝑝𝑝
𝑝 (𝑛, 𝑐) ≃

𝑇𝑝 (𝑛, 𝑐)
𝑝𝑠𝑝𝑝

+ 𝑇
𝑝𝑝
𝑐𝑜𝑚𝑚 (𝑐)𝑛

𝑐
∼
𝑇𝑝 (𝑛, 𝑐)
𝑝𝑠𝑝𝑝

(4)

𝑇
𝑠𝑝𝑝
𝑝 (𝑛, 𝑐) is the SPP prefill time for 𝑛 tokens with chunk

size 𝑐 , 𝑇𝑝 (𝑛, 𝑐) is the standard prefill time, 𝑝𝑠𝑝𝑝 is the SPP
degree, and 𝑇 𝑝𝑝

𝑐𝑜𝑚𝑚 (𝑐) is the inter-stage communication time.
The communication overhead 𝑇

𝑝𝑝
𝑐𝑜𝑚𝑚 (𝑐 )𝑛

𝑐
becomes relatively

negligible as 𝑛 increases due the quadratic scaling of𝑇𝑝 (𝑛, 𝑐),
enabling communication-efficient cross-node scaling.
In addition to supporting batching and preemption, this

approach presents a distinctive advantage over context par-
allelism: the effectiveness of SPP remains independent of
variations in input sequence length, unlike CP, where the
degree of parallelism is closely tied to the sequence length.
Faster TTFTwithMedha 2D (SPP+TP). Figure 8 compares
the prefill latency of CP [9] (the best baseline for long-context
prefill) with Medha 2D SPP+TP. Medha achieves 64% lower
latency than CP using 128 H100 GPUs (16 servers) when
processing one million tokens, with TTFT latency under 15
seconds while using a 4K chunk size.
Scaling SPP to 10M Tokens. Figure 9 shows the TTFT
of Medha 2D SPP+TP as the token count increases from
1M to 10M, with pipeline depth for SPP varied from 1 to
16 for Llama-3 8B and Llama-3 70B. Red crosses indicate
configurations that are infeasible due to memory limitations.
Medha 2D SPP+TP scales nearly linearly with pipeline depth,
benefiting from the optimizations in Section 4.4. The strong
scaling trendlines suggest that more servers could further
reduce TTFT for larger contexts.
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Figure 10. Impact of SPP scaling on decode latency in
Medha 2D (SPP+TP, 𝑝𝑡𝑝 = 8). Decode latency is only
marginally affected even with a 16-stage pipeline.
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Figure 11. TPOT reduction with KVP in Medha 3D in decode-only batches. For
10M context length decodes for Llama-3 8B, 𝑝𝑘𝑣𝑝 = 2 results in almost 40%
reduction in latency, allowing decode at the rate of ∼30 tokens per second.
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Figure 12. Combining KVP (horizontal) and TP (vertical) in Medha.
KVP splits the sequence across GPUs 0-1 and 2-3 while TP divides
computation within each KV shard across attention heads.

Decode Latency Impact of SPP. Having shown how SPP
unlocks lower TTFT, we now show in Figure 10 the decode
latency achieved as SPP scales out for 2M context on Llama-3
8B and Llama-3 70B. Given the small overheads of PP, decode
latency hasminimal impact as we scale SPP degree 𝑝𝑠𝑝𝑝 . Note
that the decode latency impact of SPP is further minimized
as we move to larger model (e.g., Llama-3 8B to Llama-3 70B).
This is caused due to the similar communication overhead
but higher computation time per stage in large models.

3.4 KV Cache Parallelism (KVP)

While SPP offers an effective mechanism to reduce prefill
latency, it does not improve decode latency due to the cross-
iteration dependency in auto-regressive decoding. To address
this challenge, we propose KV Cache Parallelism (KVP), a
novel technique that effectively reduces decode latency by
parallelizing KV-cache reads.

KVP shards the KV cache across multiple GPUs along the
sequence dimension as shown in Figure 12. During each iter-
ation, we replicate the Q token(s) across all GPUs and com-
pute partial attention outputs based on each local KV-cache
shard. These partial outputs are then combined using online-
softmax [33]. A critical advantage of KVP over techniques
like Ring Attention is that the communication cost 𝑇𝑘𝑣𝑝

𝑐𝑜𝑚𝑚 is
independent of the KV-cache length and only depends on the
number of query tokens. This makes KVP extremely effec-
tive in managing decode latency for long-context requests.
The KVP performance improvement can be modeled as:

𝑇
𝑘𝑣𝑝

𝑑
(𝑛) ≃

𝑇𝑎𝑡𝑡𝑛
𝑑

(𝑛)
𝑝𝑘𝑣𝑝

+ (𝑇𝑑 (𝑛) −𝑇𝑎𝑡𝑡𝑛
𝑑

(𝑛)) +𝑇𝑘𝑣𝑝
𝑐𝑜𝑚𝑚 (5)

Where 𝑇𝑘𝑣𝑝

𝑑
(𝑛) is KVP decode time, 𝑇𝑎𝑡𝑡𝑛

𝑑
(𝑛) is the atten-

tion computation time, 𝑝𝑘𝑣𝑝 is the KVP degree, 𝑇𝑑 (𝑛) is the
total decode time, and𝑇𝑘𝑣𝑝

𝑐𝑜𝑚𝑚 is the communication overhead.
KVP extends naturally to chunked prefills. For long se-

quences, the communication cost of KVP (𝑖𝑇𝑘𝑣𝑝
𝑐𝑜𝑚𝑚 (𝑐)) be-

comes significantly smaller than the attention computation
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Figure 13. TTFT vs. TPOT trade-off for Llama-3 8B using Medha
3D (TP-4, SPP-4) varying KVP degree and chunk size (32–256).

itself. This relationship can be expressed as:

𝑖𝑇
𝑘𝑣𝑝
𝑝 (𝑛, 𝑐) ≃

𝑖𝑇𝑎𝑡𝑡𝑛
𝑝 (𝑛, 𝑐)
𝑝𝑘𝑣𝑝

+(𝑖𝑇𝑝 (𝑛, 𝑐)−𝑖𝑇𝑎𝑡𝑡𝑛
𝑝 (𝑛, 𝑐))+𝑖𝑇𝑘𝑣𝑝

𝑐𝑜𝑚𝑚 (𝑐)

(6)
Where 𝑖𝑇

𝑘𝑣𝑝
𝑝 (𝑛, 𝑐) is the prefill time for the 𝑖-th chunk

with KVP, 𝑖𝑇𝑎𝑡𝑡𝑛
𝑝 (𝑛, 𝑐) is the attention computation time for

the chunk, 𝑖𝑇𝑝 (𝑛, 𝑐) is the total prefill time for the chunk, and
𝑖𝑇

𝑘𝑣𝑝
𝑐𝑜𝑚𝑚 (𝑐) is the communication overhead for the chunk.
Our experiments shows that KVP is also effective in cap-

ping the latency impact of prefills on the decodes of other
batched requests in mixed batching scenarios. For instance,
when processing a 4 million context length request, the P95
decode latency (for requests batched along) with even a small
chunk of 128 tokens reaches almost 100ms (Figure 13).

To optimize resource usage, we use a dynamic KVPworker
allocation strategy. Each request starts with one worker, and
workers are added once we exceed the worker KV-cache to-
ken limit. This enables KVP replicas to batch short requests
independently while cooperatively handling long ones, en-
suring efficient resource utilization across workloads.

3.5 Medha 3D Parallelism

To meet the demanding prefill and decode latency require-
ments in long-context LLM inference, Medha introduces a
novel 3D parallelism (Figure 14), combining SPP, KVP, and
TP to scale performance across hundreds of GPUs. SPP ac-
celerates prefill, while KVP and TP enhance both phases.

Faster TPOTwithMedha 3Dparallelism. Figure 11 shows
the TPOT for Llama-3 8B and Llama-3 70B with 4M and 10M
context length in Medha 3D parallel, where 𝑝𝑡𝑝 = 8, 𝑝𝑠𝑝𝑝 = 4
for Llama-3 8B, 𝑝𝑠𝑝𝑝 = 8 for Llama-3 70B, and 𝑝𝑘𝑣𝑝 is varied.
𝑝𝑠𝑝𝑝 = 8 was used for Llama-3 70B, as longer context lengths
do not fit within 𝑝𝑠𝑝𝑝 = 4 (see Figure 9b).
Figure 11 shows that increasing 𝑝𝑘𝑣𝑝 brings down the

TPOT considerably, helping achieve interactivity targets.
The latency benefit is not linear due to Amdahl’s law, but
gets more pronounced with longer context length. Increasing
𝑝𝑘𝑣𝑝 from 1 to 4, therefore using 4× the GPUs For Llama-
3 8B, reduces TPOT by only 1.7× for 4M context length,
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Figure 14. Medha architecture for efficient long-context inference.
The Replica Controller centrally manages the request life-cycle, fea-
turing a slack-aware Batch Scheduler and a Batch Packer to optimize
for SLOs. It dispatches batches to the 3D Parallel Execution Engine,
which leverages Medha’s novel combination of KVP, SPP, and TP.

whereas for 10M context length this benefit increases to
2.5×. Therefore, we use KVP only for longer context lengths.

Tackling Prefill-Decode Latency Tradeoff.We analyze
how system parameters impact the tradeoff between prefill
and decode performance. Figure 13 shows this tradeoff by
examining the relationship between chunk sizes and KV
cache parallelism (KVP) degree for Llama-3 8B with a 4M
context length, while fixing SPP degree at 4. Increasing chunk
size reduces TTFT (prefill latency) but increases TPOT. For
a fixed chunk size, increasing 𝑝𝑘𝑣𝑝 reduces both TTFT and
TPOT in most cases, improving the overall tradeoff.

4 Medha: System Design and Implementation
Serving extremely long-context LLM requests requires bal-
ancing latency, efficiency, and resource fairness. Section 3
introduced mechanisms like adaptive chunked prefill, SPP,
and KVP for long-context serving. Medha integrates these
into a complete system with advanced scheduling, batch-
ing, and load-balancing to meet latency SLOs and optimize
resource use. The design goals of Medha include:
(R1) Meet the TTFT and TPOT latency SLOs of both long
and short context interactive requests.
(R2) Drive up the hardware utilization to increase through-
put per device, thereby reducing operation cost.
(R3) Avoid HOL and provide fairness to efficiently handle
mixed requests with a wide range of context lengths simul-
taneously within a single serving system.
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4.1 Medha Architecture Overview

Medha employs a carefully designed architecture to effi-
ciently serve mixed long and short context LLM requests,
combining SLO-aware scheduling with 3D parallel execution.
Figure 14 provides a visual representation of this architecture
and the typical flow of a request.
Incoming requests first arrive via the Client Interface

and are added to the Prefill Priority Queue within the
Replica Controller (Step 1). The Replica Controller acts
as the central coordinator, managing the request lifecycle to
meet SLOs and maximize resource utilization.
The Batch Scheduler periodically queries the priority

queue, selecting requests for the next batch based on a slack-
aware policy (Step 4). This prioritizes latency-sensitive short
requests and enables fine-grained preemption. The chunks
sizes for the selected prefill requests is adjusted by Batch
Packer (Step 3) to form executable batches with the help of
Runtime Predictor to ensure SLO adherence (Step 4).
Batches are then dispatched by the Replica Controller

(Step 5) to the 3D Parallel Execution Engine. This allows
Medha to scale across multiple servers to meet the TTFT
and TPOT SLOs of long context serving, as discussed in
Section 3.5 and compared in Table 2. The Batch Scheduler re-
queues the partially completed prefill back into the waiting
queue (Step 6), this enables us to use pick the highest priority
prrefill across both new and partially completed requests.

4.2 Medha Scheduling and Batching Policy

The core of Medha’s batching scheduler leverages slack-
aware prioritizationwith fine-grained preemption that avoids
HOL while meeting latency SLOs. Its design incorporates: (1)
HOL avoidance by preventing long requests from blocking
short ones; (2) fairness by fine-grained time-sharing among
requests of varying context lengths; and (3) latency SLO
compliance by meeting TTFT and TPOT deadlines.
All scheduling and batching optimizations in Medha are

applied only during the prefill phase. Once a request enters
the decode phase, it is never interrupted or preempted. This
avoids violating tight TPOT SLOs and prevents wasting the
KV cache memory already allocated for that request. To bet-
ter handle compute variability from different request lengths,
Medha extends the standard Least Remaining Slack (LRS)
policy into an input-length-aware version, referred to as
ILRS. Requests are prioritized dynamically based on their
real-time slack, defined as the remaining fraction of time
before their TTFT deadline is violated. This ensures that
latency-sensitive requests, typically shorter ones, are sched-
uled first and not blocked by longer requests. To form each
execution batch, Medha applies dynamic bin-packing heuris-
tics that take into account both GPU resource constraints
(compute and memory) and request deadlines.

The batching process continuously adjusts as new requests
arrive, dynamically recomputing the batch composition at

every iteration to maximize GPU utilization and meet dead-
lines, thereby preventing HOL blocking.
Slack-based Request Prefill Prioritization. The sched-
uler dynamically reorders the request queue based on ILRS
(relative to the prefill deadline):

𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒_𝑠𝑙𝑎𝑐𝑘 =
𝑟𝑒𝑞𝑢𝑒𝑠𝑡_𝑑𝑒𝑎𝑑𝑙𝑖𝑛𝑒 − 𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔_𝑝𝑟𝑒 𝑓 𝑖𝑙𝑙_𝑡𝑖𝑚𝑒

𝑟𝑒𝑞𝑢𝑒𝑠𝑡_𝑑𝑒𝑎𝑑𝑙𝑖𝑛𝑒_𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 (7)

Deadline latency is predicted at by the Runtime Predic-
tor using offline profiling results collected and trained on
Vidur [3], under the same system setup with isolated runs
of requests across varied context lengths. By prioritizing re-
quests with tighter deadlines, Medha reduces the chance of
SLO violations. Because slack is defined as a percentage rel-
ative to each request’s deadline, it avoids a common issue in
Earliest Deadline First (EDF) scheduling, where long-context
requests can be delayed by a steady stream of short arrivals.
Prefill-Prefill Batching (PPB). Slack-based prefill prioriti-
zation ends up favouring shorter prefills over longer prefills.
However, we see an opportunity for almost free prefill-prefill
batching. Consider a batch with early chunks of long-context
request using a small chunk size (32–64 tokens). In this case,
MLP layers are memory bound, underutilizing the compute
capacity. Packing a prefill chunk from a short request lever-
ages this arithmetic slack with minimal overhead.
Inspired by prefill-decode mixed batching, in Medha, we

allow long prefill requests to share resources with short ones,
enabling prefill-prefill batching (PPB). The fraction of space
allocated to short requests in a mixed batch is proportional
to their remaining slack. Requests closer to their deadline
receive more resources, ensuring latency requirements are
met. The slack fraction is capped by a configurable maximum
sharing limit to prevent excessive overhead for long requests.
Batch Packing. The scheduler computes the number of
tokens for the next batch chunk dynamically using the con-
figured target batch time (i.e., decode latency SLO) and the re-
maining slack fraction using dynamic-bin packing guided by
runtime predictions. This ensures that, during prefill-decode
mixed batching, the decode requests experience minimal
delay the long-request prefill. This allows us to naturally
integrate both adaptive chunking and prefill-prefill batch-
ing to improve prefill efficiency and reduce decode latency
(Figure 6).
4.3 Medha KVP Load Balancer

Medha uses a just-in-time load balancing mechanism to effi-
ciently allocate short and long-context requests to the appro-
priate compute resources. At the inter-KVP level, incoming
requests are distributed based on the estimated runtime of
pending prefill work and memory usage of each KVP rank,
enabling efficient scaling across KVP dimension without
causing resource hot spots. SPP complements this with im-
plicit load balancing by evenly splitting prefill workloads
along the pipeline stages.
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4.4 Implementation Optimizations

Efficient long-context LLM inference requires platform-level
optimizations. Medha extends the Sarathi-Serve framework
[4] to tackle multi-million token context requests. Unlike
vLLM and Sarathi-Serve, which incur overhead from central-
ized schedulers as sequence length grows, we reduce commu-
nication by replicating sequence state across the scheduler
and GPU workers.

We replace Ray [12]with ZeroMQ [2] for scheduler-worker
communication, eliminating GIL contention as we scale to
hundreds of workers. We also integrate FlashInfer [53] ker-
nels to distribute work across both query and KV tokens,
optimizing chunked prefill for long contexts. To meet strict
latency targets with small prefill chunks, we implement the
model execution engine’s critical path in C++ using PyBind,
ensuring seamless integration with the Python codebase.

5 Evaluation

5.1 Evaluation Setup

Baselines. We compare our system against the state-of-the-
art LLM inference serving systems, LoongServe [49] and
vLLM [23] with long context request serving ability. Note
that, for context lengths greater than 32K, vLLM defaults to
the Sarathi-Serve scheduler [4]. Thus, we refer to this base-
line as Sarathi. We consider two chunk sizes for the Sarathi
scheduler: 512 and 2048. Furthermore, we also consider var-
ious disaggregated compute [19, 35, 57] options. However,
none of the available open-source implementations support
context lengths over 32K tokens, making them unsuitable
for evaluation at the time of writing. Finally, we evaluate
Medha variant that replaces the IRLS request prioritization
and prefill-prefill batching with standard first-come-first-
serve (FCFS) scheduling while retaining all other proposed
mechanisms.

Models and datasets. We use Llama-3 8B and Llama-3
70B with RoPE [44] scaling to support up to 10M tokens.
Currently, there are no publicly available long-context LLM
datasets available that span millions of tokens. Previous sys-
tems use L-Eval [7] and LV-Eval [55] for long context eval-
uations. However, these datasets feature very short decode
lengths (P90 < 75 tokens for LV-Eval), which do not rep-
resent real-world scenarios, where models must generate
comprehensive responses after ingesting the context.

To evaluate realistic workloads, we construct the Medha-
SWE trace using the Gemini-Flash-1.5Bmodel [40].We focus
on two common software engineering tasks: code review and
pull request (PR) handling. From the top 1,000 most-starred
GitHub repositories with permissive licenses (Apache or
MIT), we select those with token counts between 100K and
1M. We extract the 100 most recent issues and merged PRs
per repo and prompt Gemini to respond to each, referencing
the full codebase.

This yields interactions with prefill lengths of 393K (P50)
and 839K (P90) tokens and decode lengths of 518 (P50) and
808 (P90). To simulate a realistic request mix, we combine
these long-context examples with the ShareGPT4 trace [48],
which consists of real GPT-4 conversations capped at 8K
tokens. We test Medha under various ratios of long and
short-context requests.
Hardware.We evaluate Medha across two hardware setups.
For the Llama-3 8B model, we use a setup with two DGX-
A100 servers [32]. While for Llama-3 70B, we use a cluster
with 16 DGX-H100 servers [31]. In both setups, each server
has 8 GPUswith 80GB of high bandwidthmemory. The GPUs
within a server are connected with NVLINK. Cross-server
connection is via InfiniBand.
5.2 Capacity Evaluation

We begin by evaluating how Medha performs under varying
loads compared to existing approaches for Llama-3 8B model
on the A100 cluster. Our capacity evaluation focuses on two
key metrics: TTFT and TPOT, as these directly impact user
experience in interactive scenarios.

To evaluate capacity systematically, we designed twowork-
load scenarios: (1) a baselinewith only short-context requests
(i.e., ShareGPT4) and (2) a mixed workload containing 5%
long-context requests (128K–1M tokens).We vary the system
load from 0.25 to 1.75 queries per second (QPS) and com-
pare Medha against LoongServe (TP-2, CP-4) and Sarathi
(TP-8, PP-2). For fairness, we configure Medha with similar
configuration (TP-8, SPP-2).
Baseline Performance. In the scenario with only short
requests (Figure 15a, Figure 16a), all systems exhibit com-
parable performance at low loads (0.25 QPS). However, as
load increases, LoongServe’s performance degrades consid-
erably, which we attribute to resource fragmentation. At 1.75
QPS, LoongServe’s P90 TTFT increases dramatically, while
Medha maintains consistent latency. Furthermore, Medha
achieves considerably better latency compared to Sarathi
due to Medha’s SPP technique, which helps reduce TTFT.
Long Query Performance. Figure 15b shows significant
benefits for Medha with long-context requests. At 0.75 QPS,
Medha achieves a 30×median TTFT improvement over LoongServe.
Sarathi and Medha-FCFS quickly degrade due to the HOL
blocking. Even at 1.25 QPS, Medha maintains acceptable
TTFT latencies, offering 5× higher effective capacity than
the baselines. Some baseline systems fail to complete re-
quests within the 60-minute profiling window due to HOL
blocking, resulting in truncated CDFs.
Decode Performance. Figure 16 shows that LoongServe ex-
periences 5× higher TPOT latencies thanMedha, even at high
loads without long requests, due to resource fragmentation.
With long requests, Medha achieves comparable or better
TPOT while processing significantly more requests with an
order of magnitude lower TTFT. Even Sarathi, optimized for

9



Amey Agrawal et al.

0.5 1.0 1.5 2.0
TTFT (s)

0.00

0.25

0.50

0.75

1.00
CD

F

QPS: 0.25

LoongServe
Medha
Medha-FCFS
Sarathi-2K
Sarathi-512

0.5 1.0 1.5 2.0
TTFT (s)

0.00

0.25

0.50

0.75

1.00
QPS: 0.75

0.5 1.0 1.5 2.0
TTFT (s)

0.00

0.25

0.50

0.75

1.00
QPS: 1.25

0.5 1.0 1.5 2.0
TTFT (s)

0.00

0.25

0.50

0.75

1.00
QPS: 1.75

(a) For short-context workloads from ShareGPT4, Medha maintains consistently low latency even at high QPS.
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(b) For ShareGPT4 with 5% long requests, Medha achieves up to 30× lower median TTFT, demonstrating effective mitigation of HOL blocking

Figure 15. TTFT latency distribution under varying load conditions for Llama-3 8B on two servers with a total of 16 A100 GPUs.
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Figure 16. Decode latency for Llama-3 8B on 16 A100s. Due to
adaptive chunking, Medha maintains low decode latency while
other chunked prefill-based systems suffer from high latency.

low decode latency, reaches TPOTs as high as 1 second due to
its static chunking approach, which increases costs for pro-
cessing later chunks in long sequences. In contrast, Medha’s
adaptive chunking maintains consistent performance across
varying sequence lengths.

5.3 3D Parallel Performance

With Medha’s baseline established, we evaluate 3DP using
Llama-3 70B on our H100 cluster. We compare two setups
with equal resource budgets: (1) a 2D configuration (SPP-
8) and (2) a 3D configuration (SPP-4, KVP-2), both using
TP8. This isolates the effect of KV cache parallelism. We run
a mixed workload, including 5% long-context (2M token)
requests, scaled from the Medha-SWE trace.

Figure 17 shows TTFT distributions under varying loads.
At lower request rates (0.25 and 0.75 QPS), both configura-
tions perform similarly, with nearly identical CDF curves. At
higher loads (1.25 and 1.75 QPS), a trade-off emerges: the 3D
parallel setup offers slightly lower peak throughput due to a
higher SPP degree, which is more communication-efficient
than KVP and better accelerates prefill. Despite this, both
configurations maintain similar median latencies.

Figure 18 shows the strength of 3DP in the decode phase.
At high load (1.75 QPS), the 3DP setup reduces TPOT by over
2× at both P50 and P90. Even small prefill chunks can delay
co-batched decode requests, especially with 2M-token se-
quences and large models. KVP mitigates this by distributing
KV cache reads, reducing decode latency.
This confirms a core design goal of Medha’s 3D paral-

lelism: balancing prefill throughput with decode responsive-
ness. While the 2D setup favors prefill speed, 3DP delivers
more consistent end-to-end latency—critical for real-world
deployments. It retains the benefits of SPP while combining
the strengths of both approaches.

10



Medha: Efficiently Serving Multi-Million Context Length LLM Inference Requests Without Approximations

1 10 100 1000
TTFT (s)

0.00

0.25

0.50

0.75

1.00
CD

F

QPS: 0.25

Medha-2D
Medha-3D

1 10 100 1000
TTFT (s)

0.00

0.25

0.50

0.75

1.00
QPS: 0.75

1 10 100 1000
TTFT (s)

0.00

0.25

0.50

0.75

1.00
QPS: 1.25

1 10 100 1000
TTFT (s)

0.00

0.25

0.50

0.75

1.00
QPS: 1.75

Figure 17. Impact of the parallelization strategy on TTFT distribution across different load points for Llama-3 70B on 8 servers with a total
of 64 H100 GPUs running ShareGPT4 with 5% long requests. Both Medha-2D (SPP+TP) and Medha-3D (SPP+TP+KVP) maintain comparable
TTFT performance but enable significantly better decode performance by distributing KV cache reads.
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Figure 18. Comparison of decode performance between paralleliza-
tion strategies for Llama-3 70B with 5% long requests. Medha-3D’s
KV cache parallelism delivers 2× compared to Medha-2D.

5.4 Effectiveness of Medha Scheduler

End-to-End. Figure 21 shows the number of active requests
in the system for both LoongServe andMedha. In LoongServe,
HOL blocking and pool fragmentation lead to a sawtooth pat-
tern, as small prefill requests are frequently delayed behind
longer ones. In contrast, Medha maintains a stable number
of active requests through fine-grained preemption and SLO-
aware scheduling.

Scheduler Ablation. We isolate the impact of Medha’s op-
timized slack-based prefill prioritization and prefill-prefill
batching by comparing it to traditional scheduling policies.
Figure 22 shows the TTFT distributions for four approaches:
FCFS, EDF, LRS (with slack-based prioritization), andMedha’s
scheduler with prefill-prefill batching. The evaluation uses
Llama-3 8B on A100 GPUs in TP8-SPP2 configuration with
a mixed workload of 5% long-context requests.
At low load (0.25 QPS), all policies show similar median

latency but differ in tail behavior. However, at high load (1.75
QPS), the differences become more pronounced. FCFS per-
forms poorly due to unmitigated HOL blocking from long
requests. Despite its success in latency-sensitive systems,
EDF struggles here. While effective at low loads, EDF’s per-
formance degrades at higher loads, resembling FCFS behav-
ior. This occurs because EDF defers long requests until their
deadlines become unfeasible, causing them to be prioritized
only once they pass their deadlines.

We also compare Medha to our adaptation of LRS with
normalization to handle request length heterogeneity. The
key difference between Medha and LRS is space sharing.
While LRS reduces HOL blocking compared to FCFS and
EDF, it results in up to 1.8× higher median latency than
Medha due to the lack of space sharing.

Pool Fragmentation. A common industry technique to
mitigate HOL blocking when serving models with moderate
context lengths (64-128K) is to create separate pools for short
and long requests. While LoongServe dynamically creates
similar pools based on prefill lengths, it does not guarantee
the availability of dedicated resources for all short requests.
To evaluate the effectiveness of this approach, we implement
a version of LoongServe with a reserved pool specifically for
short request processing, as shown in Figure 23.

We compare Medha to this baseline using the same setup
as Section 5.2, reserving two of eight CP instances for short
requests (<8192 tokens) and the rest for long requests. Each
pool uses the standard LoongServe scheduler. This reserva-
tion increases contention for long prefills, leading to up to
20% lower completions for long requests compared to Medha,
and 10% lower than default LoongServe. For the decodes,
LoongServe with reservation achieves slightly lower TPOT
compared to LoongServe as an artifact of overall lower inges-
tion (prefill) rate. Medha consistently achieve lower decode
latency compared to be both the variants of LoongServe.

5.5 Scaling Efficiency

The ultimate measure of Medha’s effectiveness is its ability
to maintain high throughput while scaling to large paral-
lelism degrees. We evaluate this using hardware utilization
metrics Model FLOPS Utilization (MFU) and Model Band-
width Utilization (MBU) [1, 10]. In LLM inference, prefill
phases are compute-bound while decode phases are memory-
bound [35, 36]. Figure 19 shows the MFU for Medha in
the prefill phase (2D SPP+TP), while Figure 20 shows the
MBU for the decode phase (2D KVP+TP). For Llama-3 70B,
we achieve 50–60% MFU across configurations, improving
for longer sequences. Even at the scale of 128 GPUs, we
achieve over 50% MFU. Examining MBU, Figure 20 shows
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Figure 19. Model FLOPS Utilization [10] (MFU) for Medha 2D (TP+SPP). It
achieves 50-60% utilization across sequence lengths and parallelism degrees.
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Figure 21. Active requests over time in LoongServe and Medha
using the 5% long request trace. Note that active requests also
include pending/queued requests from HOL blocking.
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that Medha’s KVP implementation achieves up to 92% MBU
in optimal configurations, allowing consistent decode per-
formance even with extremely long contexts.
6 Related Work

LLMs for long context. Recent research has focused on
effectively training and serving long-context LLM models.
Some propose new attention parallelism techniques as more
efficient solutions to enable long context [9, 25, 28]. We
discuss and compare them in detail in Sections 2 and 5. A
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Figure 23. Impact of pool fragmentation on long requests for Llama-
3 8B on 16-A100 with 5% long requests. Medha maintains maximum
throughput and lowest latency. Adding a dedicated reserved pool to
LoongServe (+Reserv) to mitigate HOL blocking for short requests
fragments resources and further degrades overall completion rate
for long requests compared to both standard LoongServe.

similar idea to SPP without adaptive chunking, called token-
parallelism, was used in TeraPipe [26] to parallelize the differ-
ent micro-batches of a mini-batch along the token dimension
in order to reduce pipeline bubbles and improve through-
put during training. Medha creates small mixed-batches of
chunked prefill and decodes and then parallelize these mixed
batches to maintain latency targets during inference.
Approximate alternatives. State Space Models (SSMs) [15,
16] offer alternative attention-based architectures to reduce
computational complexity. Other techniques like locality-
sensitive hashing (LHS) [22], compressive attention [34],
and prompt/KV cache compression [21, 24, 56] reduce com-
putation and memory footprint. While these methods trade
accuracy for efficiency, we focus on transformer models that
preserve accuracy by retaining the full context. Medha can
also be combined with approximate techniques.
Request scheduling. Efficient request scheduling has been
extensively studied [13, 29, 38, 39, 42, 45, 50], but existing
approaches have notable limitations when addressing long-
context requests. For example, SRTF scheduling [13, 39] re-
duces median latency but leads to starvation of long requests
due to lack of preemption. LoongServe[49] supports space
sharing among concurrent long requests but lacks preemp-
tion and time-sharing, resulting in significant HOL delays, es-
pecially under FCFS scheduling. Fairness-focused schedulers
like [42] emphasize equitable resource distribution among
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clients but fail to address strict latency SLOs. In contrast,
Medha introduces a slack-based fine time sharing sched-
uling policy with prefill-prefill batching, enabling efficient
mixing of long and short requests to meet latency SLOs.

7 Conclusion
We present Medha, an efficient and scalable long-context
LLM inference system that combines novel adaptive chunk-
ing and 3D Parallelism techniques to achieve fast prefill and
decode up to 10M tokens. By incorporating variable context
support, mixed batching, and a slack-aware scheduling pol-
icy with space-time sharing, Medha dynamically prioritizes
requests based on performance SLOs. This design improves
throughput and resource efficiency while ensuring latency
guarantees across diverse workloads, making Medha a prac-
tical solution for long-context interactive LLM applications.
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